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Abstract—The development of large language models (LLMs)
has revolutionized automated code generation. However, their
high demand of computation resources has hindered a broader
deployment and raised environmental concerns. A common
strategy for diminishing computational demands is to cache Key-
Value (KV) states from the attention mechanism which is adopted
predominately by mainstream LLMs. It can mitigate the need of
repeated attention computations, but brings significant memory
overhead. Current practices in NLP often use sparse attention
which may, unfortunately, lead to substantial inaccuracies, or
hallucinations, in code generation tasks. In this paper, we analyze
the attention weights distribution within code generation models
via an empirical study, uncovering a sparsity pattern, i.e., the
aggregation of information at specific anchor points. Based on this
observation, we propose a novel approach, AnchorCoder, which
features token-wise anchor attention designed to extract and com-
press the contextual information, and layer-wise anchor attention
enabling cross-layer communication to mitigate the issue of
excessive superposition caused by the compression. The extensive
experiments across multiple benchmark datasets confirm the
effectiveness of AnchorCoder, which can consistently achieve a
significant (at least 70%) reduction in KV cache requirements,
while preserving the majority of model’s performance.

Index Terms—Code generation, attention mechanism, trans-
formers, large language models.

I. INTRODUCTION

AUTOMATED generation of code that aligns with user
intentions poses a significant and enduring challenge

in software engineering [1], [2], [3]. In recent years, the
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tremendous progress in deep learning and NLP, especially the
advent of Large Language Models (LLMs [4], [5]), has rev-
olutionized the research of automated code generation [6],
[7]. LLMs for code, e.g., CodeGen [8], CodeLlama [9] and
CodeGeeX [10], have showcased impressive proficiency in
writing code, boosting the productivity of developers across
various programming environments remarkably [11].

Almost all mainstream LLMs (including those for code
which are the main focus of the current paper) adopt the Trans-
former architecture [12], which, in a nutshell, comprise either
an encoder or a decoder, or both, each stacked with multiple
identical blocks. In general, the first block takes the tokenized
sequence encoded by a word embedding layer, followed by
a multi-head scaled-dot self-attention (MHA) layer with an
attention mask corresponding to specific language modeling ob-
jectives and a feed-forward network (FFN) layer. The attention
mechanism [13] underpinning the Transformer architecture is
implemented in the MHA layer, which computes a weighted
representation of each token in the input sequence based on
its relevance to others. Slightly more technically, the word-
embedded token sequence which normally concatenates long
contexts and user prompts gives rise to three embedding matri-
ces, i.e., the query Q, the key K and the value V , on which the
attention (kernel) operations are performed.

P : =Q×KT, (1)

A : = softmax[
P√
dk

�M ], (2)

O : = (A× V )×WO, (3)

Namely, assuming the token sequence length L, each entry of
the (unnormalized) relevance matrix P ∈ R

L×L measures the
relevance of the corresponding pair of tokens. The normalized
attention weight matrix A ∈ R

L×L is computed as a scaling op-
eration and an element-wise mask operation with M ∈ R

L×L,
together with a row-wise softmax. Finally, the output hidden
state matrix O is generated by a weighted sum of V with
attention weights in each row of A, usually with an extra linear
transformation WO.

The attention mechanism is very costly, albeit effective. To
reduce its computational demands, a common strategy is to use
the Key-Value (KV) cache. In a nutshell, it is a list of tensors that
stores the K,V embeddings for all previous tokens in the atten-
tion layer for each block (prefilling), utilized and updated during
the autoregressive generation process of LLMs (decoding). A
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deficiency of KV caching is that LLMs (with billions of param-
eters) may consume substantial additional memory during the
decoding stage, as they need to cache extensive KV states [14],
[15], [16]. For instance, CodeLlama-7B [9] (which requires 14
GB to store model parameters) needs an additional 16 GB for
the KV cache, under a batch size of 32 and a sequence length
of 1,024.1 The memory demand poses challenges for deploying
these models, especially in low resource environments.

Various methods have been proposed to reduce the size
of KV cache. For instance, window attention [17], [18] and
StreamingLLM [19] predict subsequent words by only caching
the most recent KV states. H2O [20] and FastGen [21] have
explored to preserve subsets of the states crucial for prediction
by employing specific patterns. In this paper, these methods are
collectively referred to as KV compression methods. To a large
extent, they leverage sparse, low-rank attention approximation
[22], based on the belief that a subset of tokens contributes the
most values when performing attention operations.

Although current KV compression methods turn out to be
fairly effective in NLP tasks (related to dialogue and text com-
pletion), it is risky to apply them in code generation. Funda-
mentally, these methods typically encourage models to focus
on local information. In code generation tasks, however, exces-
sive reliance on local information may result in discrepancies
between the generated code snippet and either user’s intention
(e.g., in the prompt) or the ongoing decoding process (e.g., from
the context). This primarily stems from the inherent complexity
of code, which naturally exhibits long-range dependencies. For
instance, in repository-level code generation [23], [24], [25], the
relevant context that needs to be considered during generation
comes from not only the current, but also externals, files, e.g.,
imported packages, source code files in the same directory,
configuration files and even API documentation. In many cases,
these artifacts have their own dependencies. Capturing these
long-range dependencies demands more than mere understand-
ing of the local context.

We present an example to illustrate the limitations in current
KV compression methods in the left part of Fig. 1, where
the LLM is supposed to generate code for multiplication of
three numbers. The content within the sliding window (which
captures the local information) only includes ‘∗w∗’. As a result,
the model erroneously interprets this as symbolic emoticons,
which wholly deviates from user’s request (of a mathematical
function).

In this paper, we aim to explore KV compression techniques
devised for code LLMs without the over-reliance on local in-
formation. To this end, we first carry out an empirical study on
code LLMs, based on which we introduce AnchorCoder, a
novel approach that leverages “anchors” to aggregate sufficient
contextual information.

Empirical study. To verify code LLMs’ potential for KV com-
pression, we first identify the sparsity pattern of the attention
weights matrix A in Eq. (2) within code LLMs. We use the

1We assess the storage overhead using fp16 precision. In the case of fp32,
the KV cache demands 32 GB.

Fig. 1. AnchorCoder’s performance on context compression.

Gini coefficient [26] and the sum of top-2 attention weights to
measure the sparsity degree of the attention weights.

Our empirical study (cf. Section II-A) reveals that code
LLMs exhibit high sparsity on attention weights. In the majority
of layers, the Gini coefficient for attention weights exceeds
0.9. Furthermore, the sum of top-2 attention weights typically
accounts for 80% of the total weights. This implies that, in
these layers, the model concentrates on a subset of KV states to
complete generation, while the vast majority of the KV cache
is largely redundant.

Importantly, we discover that code LLMs exhibit a phe-
nomenon of information aggregation around specific tokens.
These tokens, referred to as anchor points [27], [28], [29],
[30], are identified in the first layer which aggregate essential
contextual information, particularly the semantics of each line
of code. They enable the model to effectively summarize and
distill the essential information for subsequent computation. As
the computation progresses through later layers, a prominent
concentration of attention weights on these anchor points is
observed.

Furthermore, we evaluate the state-of-the-art KV compres-
sion methods to see whether they can capture the sufficient
contextual information with different context lengths. To this
end, we design a “needle in a haystack” experiment [31], [32]
tailored for code generation. The experiments reveal that, while
the existing methods can achieve a high accuracy for shorter
code snippets, their performance diminishes significantly for
longer ones, where the “needle” is deeply embedded. In such
cases, the model frequently fails to detect the “needle”, and
consequently, may not adhere to the given instructions. As
illustrated in Fig. 1, the word ‘Multiply’ is buried too deeply,
leading the model to misinterpret the context due to the sparse
attention mechanism. The details are given in Section II-B.

Our new approach. The failure of NLP methods necessitates
a rethinking of KV compression methods for code generation.
While natural language typically exhibits strong local depen-
dencies where words primarily relate to their nearby context
[33] enabling effective local attention strategies, code presents
fundamentally different challenges. Long-distance dependen-
cies are critical to the semantic correctness in programming
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languages [23], as references to declarations, imports and func-
tion definitions may span hundreds or thousands of tokens,
creating dependency structures that NLP-focused compression
methods fail to preserve. Furthermore, conventional compres-
sion techniques substantially alter the inherent attention pat-
terns of code LLMs as we shall see in Section II, making
them difficult to generalize to programming contexts. The fail-
ure of accounting for code-specific patterns severely impacts
model performance on programming tasks. Additionally, code
comprehension differs fundamentally from NLP. While NLP
methods leverage locality that aligns with human reading pat-
terns, programmers typically rely on both the current line and
its global dependencies. Moreover, each line of code typically
represents an atomic semantic unit [34], reflecting how pro-
grammers naturally structure and interpret code. This human in-
tuition aligns with our empirical analysis of code LLMs, which
reveals that these models implicitly learn to treat line bound-
aries as meaningful structural cues for context compression.
Such alignment between model behavior and code organization
suggests that line-level boundaries provide natural and effective
compression points, helping preserve the semantic integrity of
code representations.

We present AnchorCoder, a novel approach designed to
reduce storage demands of KV caches in code generation mod-
els while preserving essential contextual information. In a nut-
shell, AnchorCoder utilizes a mechanism that “communi-
cates in superposition” [35], aggregating the context to a few
planted anchors. Let us revisit the example in Fig. 1. Typical
sparse attention mechanism tends to ignore context outside
the sliding window (i.e., ‘∗w∗’). In contrast, AnchorCoder,
as shown in the right part of Fig. 1, ensures effective code
generation by compressing a sufficient context. The rationale
lies in the compression phenomenon revealed in the empirical
study, which can reduce the size of context inherently, but does
not substantially degrade model’s performance. More techni-
cally, AnchorCoder features multi-head positional encoding
(cf. Section III-A) and layer-wise anchor attention (cf. Section
III-B), which respectively address the loss of positional infor-
mation due to compression and the degradation of information
during transmission between layers.

To evaluate the performance of AnchorCoder, we con-
duct experiments on three benchmark datasets, i.e., HumanEval
[1], HumanEvalPlus [36] and MBPP [37]. Experiments on the
7B model demonstrate that AnchorCoder maintains model
performance at 102%, 110% and 97% on these three datasets,
respectively. On the 34B model, it maintains performance at
101%, 93% and 101%, while achieving a KV cache budget of
30%, 30% and 28%, through efficient tuning. Furthermore, we
design an experiment that trains AnchorCoder from scratch
where the results show that with a KV cache budget of 30%,
AnchorCoder can still achieve performance comparable to
that of dense attention, thereby validating the effectiveness and
generalizability of AnchorCoder.

Our contributions can be summarized as follows.
• We identify patterns of sparsity in the attention mech-

anisms of code LLMs and uncover the phenomenon of
information aggregation on anchor points within them.

Additionally, we reveal the limitations of current KV com-
pression methods on code LLMs.

• We propose AnchorCoder, a novel sparse attention
based approach, which compresses context through token-
wise anchor attention and mitigates information degrada-
tion through layer-wise anchor attention. This approach
can reduce the KV cache overhead while preserving suf-
ficient contextual information.

To the best of our knowledge, this is the first systematic
research on effective KV compression methods in LLMs for
code generation, and software engineering in general.

Organization. The remainder of this paper is organized as
follows. Section II presents an empirical study on code LLMs.
Section III presents the proposed approach. Section IV gives
the experimental design and Section V reports the results. Sec-
tion VI discusses the limitation of the approach when applied
to general LLMs, as well as potential threats to validity. Sec-
tion VII reviews the related work. Section VIII concludes the
paper.

The source code of AnchorCoder is available at https://
github.com/NUAAZXY/Anchor_Coder and the models are
available at https://huggingface.co/AnchorCoder.

II. EMPIRICAL STUDY

In general, models with sparse attention weights are rela-
tively easier to be compressed, as only a limited number of KV
states are needed. It is crucial to study the sparsity pattern of
attention weights in code LLMs which is largely uncharted.

A. Sparsity Pattern of Code Generation Models

We carry out an empirical study with four code LLMs of
varying scales, i.e., CodeGPT-0.1B [38], PolyCoder-0.4B [39],
CodeGen-2B [8], CodeLlama-7B [9] on three typical bench-
mark datasets, i.e., HumanEval [1], HumanEvalPlus [36] and
MBPP [37]. These datasets comprise programming challenges
designed to assess functional correctness and user prompts
alongside corresponding code.

Given a vector �w = (w1, · · · , wn) of extracted attention
weights, where wi denotes the attention weight on a specific to-
ken, we consider two metrics, i.e., Gini coefficient and the sum
of top-2 weights, to measure the sparsity of attention weights
distribution. The Gini coefficient is a standard metric for assess-

ing sparsity [26], which is given by G=
∑n

i=1

∑n
j=1 |wi−wj |
2n2w̄ ,

where w̄ is the mean of all attention weights. The sum of top-2
attention weights, is defined as the sum of the two highest atten-
tion scores within S. Formally, it is given by T = w(1) + w(2)

where w(1) and w(2) denote the highest and second highest
weight in �w. The sum of top-2 attention weights provides an
intuitive measure of concentration within attention, indicating
the proportion of attention weights attributed to the key posi-
tions that the model focuses on the most.

Fig. 2 presents the Gini coefficient and the sum of top-2
attention weights for each layer of the four models, where
higher values (approaching 1) indicate higher sparsity. Clearly,
except for the first layer, the distributions of attention weights
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Fig. 2. Sparsity of attention weights in code LLMs.

tend to be sparse. This indicates that in the majority of layers
within the model, attention is predominantly concentrated on a
small subset of KV states, while the attention weights on other
positions are close to zero2. Notably, larger models, especially
those with increased dimensions in their hidden states, tend to
achieve a higher degree of sparsity. For instance, CodeLlama-
7B shows the highest Gini coefficient and sum of top-2 attention
weights.

Importantly, the higher sparsity exhibited by the attention
weights does not imply that the model can work based on only
few tokens. Rather, it suggests that the positions with high atten-
tion weights aggregate the contextual information. The attention
mechanism operates by computing attention weights through
the dot product of previous query states and key states (Eq. 1),
which is further used to generate the hidden state via a weighted
sum of value states (Eq. 3). This indicates that these positions
encode content from previous contexts rather than just a particu-
lar token. We also present an attention heatmap for CodeLlama-
7B, depicted in Fig. 3 which visualizes the attention weights
between tokens. (The darker colors represent higher attention
weights.) In Layer 0, we notice that the attention weights are
densely distributed, with the model allocating relatively even
attention to each token. In contrast, at deeper layers (e.g., the

2In this paper, ‘KV state’ and ‘position’ refer to location in a particular
layer, while ‘token’ refers to location across all layers.

Fig. 3. Attention heatmap of CodeLlama-7B.

8th, 16th and 31st layer), the model tends to focus on fewer
pieces of aggregated information, as highlighted by the red
boxes. As mentioned in Section I, the specific tokens that the
model concentrates on are referred to as anchor points, where
the model aggregates and summarizes previous information in
the initial layer via dense attention. As the processing proceeds
to deeper layers, the model then uses these anchor points to pre-
dict the next token. In addition, the first few tokens in the code
receive very high attention weights and often represent absolute
positions, known as ‘sink tokens’, as introduced in [19].

To delve deeper into the patterns of attention weights in
code LLMs, we examine the tokens (excluding ‘sink tokens’)
that garnered the most attention across the three datasets (i.e.,
HumanEval, HumanEvalPlus and MBPP), as shown in Table I.
(In this table, num represents the frequency of these tokens
receiving the highest attention weights, while ratio indicates
their proportion relative to the total number of tokens analyzed.)
Surprisingly, the model does not predominantly focus on tokens
that carry critical semantic content, such as Python keywords.
Instead, it predominantly focuses on relatively semantic-free
tokens such as linebreak tokens (‘\n’). For instance, in CodeL-
lama, 78.2% of the attention is concentrated on ‘\n’, while only
21.8% is distributed among other tokens. This further illustrates
the phenomenon of information aggregation within the model,
as these tokens would be inadequate for prediction. The possible
explanation would be that the model compresses contextual
information into these ‘\n’, highlighting a unique aspect of
compression mechanism in code LLMs.

In summary, by a thorough analysis of the attention mecha-
nism for representative LLMs for code generation, we confirm
the sparsity pattern of the model’s attention and find that the
linebreak token acts as an anchor point in the model, enabling
the compression of each line of code. This discovery highlights
the tremendous potential of using sparse attention for code
generation by leveraging the compressed information.
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TABLE I
DISTRIBUTION OF ATTENTION WEIGHTS ON TOKENS

Model
‘\n’ others

num ratio num ratio
CodeGPT-0.1B 1.5× 105 24.8% 4.6× 105 75.2%
PolyCoder-0.4B 3.5× 105 32.4% 7.2× 105 67.6%
CodeGen-2B 1.4× 106 90.8% 1.4× 105 9.2%
CodeLlama-7B 1.3× 106 78.2% 3.5× 105 21.8%

B. Evaluation of Existing KV Compression Methods

As the sparsity of attention weights within code LLMs is
confirmed, a natural question is whether the state-of-the-art
methods, (such as StreamingLLM [19] and H2O [20]) in NLP
can be applied to code LLMs directly. To answer this question,
we design a “needle in a haystack” experiment [31], [32] tai-
lored for code generation.

We construct a list l=[x1, x2, · · · ,‘needle’,· · · , xn]
of length n, where xi’s are randomly generated
numbers, and instruct LLMs to complete the code
assert ‘needle’ in l == and assert
‘needle’ not in l == with the prompt “# Determine

if there is ‘needle’ in this list, and complete the code by filling
in True or False.” We vary n from 64 to 512, with the ‘needle’
uniformly distributed across positions within the list.

The purpose of this experiment is to observe whether a model
using the sparse attention mechanism can locate the “needle”,
reflecting their capability in retrieving contextual information.
As it is a binary classification task, the prediction accuracy
should ideally be significantly greater than 0.5; otherwise it
suggests that the model fails to follow instructions to complete
the code. Our designed experiment provides a direct assessment
of the model’s information context retrieval capability and its
adherence to prompts [40]. Compressing the KV cache could
potentially weaken these abilities, which are crucial for gener-
ating correct code.

The results, illustrated in the Fig. 4, show a comparison
between sparse and dense attention methods across varying con-
text lengths and depths of “needle” placement. StreamingLLM
and H2O display high accuracies with shorter list lengths, in-
dicating that limited attention extraction can handle context
information and follow prompts in short texts. However, as the
list length increases (with deeper “needle” positions), the per-
formance of these models experiences a significant degradation
with accuracy approaching zero, primarily due to the constraints
imposed by the window size which prevents the models from
querying the input prompt effectively. We hence can conclude
that the method of extracting parts of the context using sparse
attention is insufficient for code generation models.

III. THE ANCHORCODER METHOD

In this section, we propose AnchorCoder, a novel KV
compression method. The workflow of AnchorCoder is illus-
trated in Fig. 5. Considering that, as shown in Fig. 3, attention
patterns in certain model layers are dense, we preserve selected
dense layers to maintain model performance. Based on the
observation of anchor phenomena in code LLMs, we implement

Fig. 4. Results of the “needle-in-a-haystack” experiment.

Fig. 5. Workflow of AnchorCoder. We illustrate the attention cache
process of AnchorCoder (omitting MLP, Softmax and Normalization
components of the Transformer model). AnchorCoder comprises three main
components: The upper part represents Dense Attention Layers (implemented
in layers 0, 16 in AnchorCoder-7B with 15% KV budgets), while the
remaining layers utilize Token-wise Anchor Attention for code line cache
compression, as shown in the middle part. Considering the limited bandwidth
of residual stream, valuable compressed information from shallow layers may
struggle to propagate to deeper layers of the model. Therefore, we set an
Anchor Layer (layer 16) that bypasses upper-layer information directly to
deeper layers (layer 24–31), as illustrated in the bottom part.

cache compression for code lines via Token-wise Anchor At-
tention. Finally, since information compression inevitably leads
to context loss which becomes more pronounced during the
model’s residual connection process, we set an Anchor Layer
that bypasses upper-layer information directly to deeper layers.
We first introduce the token-wise anchor attention mechanism
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Fig. 6. Upper part provides the attention heatmap deploying different KV cache compression methods. The lower part provides the illustration of
AnchorCoder.

to reduce the required size of the KV cache (Section III-A),
followed by the layer-wise anchor attention to mitigate the
bandwidth problem (Section III-B).

A. Token-wise Anchor Attention

The empirical study in Section II reveals that the distribu-
tion of attention weights in code generation models is highly
sparse and tends to aggregate information on certain anchor
points. Although most of these anchor points are linebreak to-
kens (e.g., making up 78.2% in CodeLlama-7B), relying solely
on them may lead to contextual information loss (21.8% is
discarded). To address this issues, we introduce Token-wise
Anchor Attention (TAA), a method that plants artificial an-
chors for each line of code and trains them as aggregator of
contextual information. An illustration of AnchorCoder is
given in Fig. 6 (lower part). Compared to Window Attention
and its variants, e.g., H2O (which includes ‘heavy-hitters’) and
StreamingLLM (which adds ‘sink tokens’), AnchorCoder
plants the anchor <ANC>0 to compress the method name
and parameters, and <ANC>1 to compress the comments on
function’s purpose as shown in Fig. 6. By these predefined
anchors, the model can perform attention operations merely on
these positions, reducing the required number of KV states.

Formally, assume a code snippet (from a training dataset)
takes the following form,

D = x1, . . . , xp, \n, xp+2, . . . , xq, \n, . . . , xn

which comprises multiple lines of code separated by linebreak
tokens ‘\n’. (Here, the total length of the code snippet is n and
each xi is a token.)

We append the special token <ANC>3 after each \n, obtain-
ing Danchored =

x1, . . . , xp, \n,<ANC>0, xp+3, . . . , xq,

\n,<ANC>1, . . . , xn

To restrict model’s concentration on anchors, we compute
an attention mask (as per M in Eq. (2)) in Algorithm 1. This

3Note that <ANC> is only used in the computational and will not appear
in the generated code.

Algorithm 1: Attention Mask Algorithm.

attention mask M comprises two elements, i.e., autoregressive
mask (Line 3-4) and anchor mask (Line 5-9). The autoregres-
sive mask is designed to prevent the model from attending to
future tokens, which is achieved by setting the weights of these
positions to a very small value, i.e., neg_inf , making their
attention weights zero after applying softmax. The anchor mask
is designed to mask tokens between anchors. Specifically, given
a set I of anchor indices (e.g., in Danchored the anchor index
for <ANC>0 is p+ 2), we mask all tokens located between
two consecutive anchor indices to ensure that attention is con-
centrated solely on these anchors.

Importantly, AnchorCoder preserves the original attention
sparsity patterns of code LLMs, ensuring that their core func-
tionalities remain unaffected. A comparison of the heatmaps
from AnchorCoder in Fig. 6 (upper part) with those from dense
attention mechanisms in Fig. 3 reveals a strong similarity which
highlights AnchorCoder’s capability to effectively leverage ex-
isting attention patterns. The similarity in attention patterns
enables the model to be tuned efficiently without requiring
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extensive computational resources. Indeed, we employ Low-
Rank Adaptation (LoRA) [41], which achieves training efficacy
by tuning a small set of parameters. LoRA is particularly suit-
able for our method because it allows for precise modifications
to the attention mechanism while preserving the underlying
sparsity patterns that naturally occur in the model.

Our context compression approach minimizes information
loss through “communication in superposition”, effectively pre-
serving the semantics of the context. However, in its plain form,
it primarily considers the positional information of anchors
when calculating attention weights, disregarding the relative
positions of overlapping contexts within them. In code LLMs,
positional information is crucial [42], as even slight deviations
can significantly alter the semantics.

To address this issue, inspired by the concept of Multi-Head
Attention (MHA), we propose Multi-Head Positional Encoding
(MHPE), which incorporates independent positional encodings
into the various attention heads of anchors, thereby mitigating
the loss of positional information.

In MHA, model’s query, key, and value vectors are divided
into multiple subspaces. Each attention head processes infor-
mation from a distinct subspace, focusing on a specific subset
of tokens and capturing their unique features and relationships
within that subspace. This division allows the model to attend
to different tokens across various attention heads, thereby en-
hancing its ability to process complex contextual information.

When handling tokens compressed within anchors, an opti-
mal strategy is to assign individual positional information to
each token. To achieve this, we leverage the characteristic of
MHA for its ability to extract features from different subspaces.
We treat these compressed tokens as distinct features stored in
the anchors, distributed across their respective subspaces. By
computing feature correlations within these subspaces, we can
effectively perform attention calculations on these compressed
tokens.

To implement MHPE, we utilize Rotary Position Embedding
(RoPE) as the positional embedding method. RoPE rotates
the input vectors to supervise dependencies among tokens at
varying positions within the sequence. For anchors in Danchored,
we use specialized attention heads to process their subspaces
independently, and incorporate positional information of the
tokens compressed within these anchors. In detail, MHPE can
be defined as

k̃ = concat(Rs0k0, · · · , Rshead
khead),

where for each si ∈ S, RΘ,si is a block diagonal matrix with
blocks of the form

(Rsi)t =

(
cos siθt − sin siθt
sin siθt cos siθt

)
, θt = θ−2t/d

for t= 1, · · · , d
2 . Note that {k0, · · · , khead} represents a set of

key states for attention heads with d dimensions, and S is a set
of position indices between anchors.

B. Layer-Wise Anchor Attention

In LLMs, residual stream plays a crucial role in passing
information across layers. However, in AnchorCoder, the

residual stream may be affected by its bottleneck, leading to
information degradation. The residual stream adds each layer’s
output back to its input before passing it to the next layer, ensur-
ing a consistent flow of information. Intuitively, this reinforces
the information from the previous layers, effectively allowing
the model to track changes to the input as it propagates through
the layers [35], [43]. Formally

r̂l = rl−1 + attn(LN(rl−1))

rl = r̂l + mlp(LN(r̂l)),

where

attn(x) =WO × V × softmax

(
Q×KT

√
dk

)
(4)

Here, rl represents the state of the residual stream after writing
information at the l-th layer, LN(·) denotes layer normalization,
mlp(·) denotes the multi-layer perceptron in transformer, r̂l
represents the intermediate representation in residual compu-
tation, and WQ,WK ,WV ∈ R

d×d are matrices that transform
the inputs to query, key and value vectors, respectively, with d
being the dimension of the model. Since each transformer layer
writes information from the current layer to the residual stream,
it often faces so called activation bottlenecks [35], where the
dimension required to write complete information from each
layer is much higher than that of the residual stream itself.
As a result, it is virtually impossible to retain the complete
information written by each layer, and the model must find
ways to manage the limited capacity of the residual stream.
Previous research has shown that attention heads writing in
the opposite direction to the residual stream may effectively
eliminate certain features and alleviate the problem of activation
bottlenecks [44].

To determine whether a similar phenomenon happens in code
LLMs, we analyze the eigenvalues of the matrix WOV =WO ×
WV . As per Eq. 4, WOV writes “linearly” to the residual stream
and does not mix information between tokens, thereby directly
influences the state updates within this stream. In contrast,
WQK =WQ ×WK mixes information between tokens and is
gated by the (nonlinear) softmax [45]. The presence of negative
eigenvalues in WOV of attention heads would indicate that the
model is removing information from the residual stream, revise-
which may degrade the performance of the neural network. This
is because negative eigenvalues suggest that certain dimensions
in the feature space are being shrunk or collapsed, rather than
being preserved or enhanced as intended. In the context of
attention mechanisms, which are designed to focus on the most
relevant parts of the input data, this could mean that the model
is inadvertently ignoring or downplaying important features.

Our analysis (Fig. 7) reveals that, in some attention heads
within the model, a majority of the eigenvalues of WOV are
negative. This suggests that these attention heads are writing in
the opposite direction into the residual stream, deleting infor-
mation and alleviating the activation bottleneck issue [35].

Previous studies observed that models can make accurate
predictions at shallow layers, which may become incorrect in
deeper layers [46], [47]. This suggests that crucial evidence
present in the shallow layers is being removed or discarded
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Fig. 7. Eigenvalue distribution of WOV .

as information flows through the model. Logically, certain at-
tention heads are responsible for deleting the evidence via the
residual stream, leading to information degradation. In An-
chorCoder, as the anchors aggregate contextual information
resulting in a superposition, the deletion hehavior of the at-
tention heads may be amplified, thereby increasing the risk of
losing crucial information in generation.

To mitigate this issue, we introduce a simple yet efficient
method, namely, Layer-wise Anchor Attention (LAA), illus-
trated in Fig. 8. LAA alleviates the impact of information loss
by setting a bypass for the residual stream. Specifically, we set
up an specific anchor layer, within the shallow layers of the
model. The KV states of this anchor layer are then utilized
as additional targets for attention calculations in deeper layers,
which can be formalized as

LAA(Q,K, V ) = softmax

(
Q× K̃T

√
dk

)
Ṽ ,

K̃ = concat(K,K ′), Ṽ = concat(V, V ′),

where Q,K, V are query, key and value states of the current
layer, K ′, V ′ denote key and value states of the anchor layer,
dk represents the dimension of the model.

We provide an illustrative example in Fig. 8. Given a resid-
ual stream with a bandwidth of 3 features, when the residual
stream bandwidth becomes saturated, WOV will delete certain
features and add new ones, resulting in information loss. LAA
effectively recovers crucial information that might otherwise
be lost as data flows through the model layers by incorporat-
ing shallow-layer KV states into deeper attention calculations
without introducing additional parameters.

This design enhances the completeness of the residual
stream, significantly boosting model’s capacity to recognize
and process shallow features. Notably, since LAA reuses the
KV cache in anchor layer to recover information, it does not

Fig. 8. Workflow of layer-wise anchor attention.

incur additional memory overhead. Moreover, although LAA
requires extra computation, it does not significantly increase the
inference latency, which will be discussed in Section V-C.

IV. EXPERIMENT SETUP

We carry out extensive experiments for AnchorCoder to
address the following three research questions:
RQ1: How accurate is the code generated by

AnchorCoder?
RQ2: What are the KV cache requirements of

AnchorCoder?
RQ3: How do MHPE and LAA contribute to model’s

performance?

Base Model. We use CodeLlama-7B and CodeLlama-34B [9]
(built on top of LLaMA 2 [48]) as the base models for An-
chorCoder, which we will refer to as AnchorCoderT -7B
and AnchorCoderT -34B, respectively. To mitigate the impact
of utilizing additional data, we trained a Llama-like model
from scratch for both the baseline and AnchorCoder. This
model features 100 million parameters and a hidden size of
512, encompassing 16 transformer blocks and 8 attention heads.
This variant of AnchorCoder is referred to as Anchor-
CoderP. Since AnchorCoderP is initialized randomly, its
attention remains dense, allowing us to assess the generaliz-
ability of AnchorCoder when applied to models with dense
attention.

Datasets. We incrementally tune AnchorCoderT on the
CodeSearchNet and CodeHarmony datasets, respectively, and
evaluate the experimental results on the HumanEval [1],
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HumanEvalPlus [36] and MBPP [37] datasets. For Anchor-
CoderP, we train from scratch using CodeSearchNet with a
total of 500M tokens.
• CodeSearchNet: The CodeSearchNet corpus [49] is a

dataset comprising 2 million (comment, code) pairs
from open-source libraries hosted on GitHub. It contains
code and documentation for several programming lan-
guages. We utilize the Python code subset for incremental
pre-training.

• CodeHarmony: CodeHarmony4 is curated from existing
open-source datasets, and employs LLMs for automated
test case generation.

• HumanEval: The HumanEval dataset [1], released by
OpenAI, includes 164 programming problems with func-
tion signatures, docstrings, bodies, and several unit tests.

• HumanEvalPlus: The HumanEvalPlus dataset [36],
building upon the foundation established by HumanEval,
has expanded its test cases by 80 times, thereby enhancing
its capability to assess the correctness of code.

• MBPP: The MBPP benchmark [37] consists of approx-
imately 1,000 crowd-sourced Python programming prob-
lems, designed to be solvable by entry-level programmers.
Each problem includes a task description, code solution
and three automated test cases.

Baseline. To compare with our approach, we select Window
Attention [18], StreamingLLM [19] and H2O [20] which are
training-free methods based on sparse attention. In general,
these methods employ the concept of sliding window to reduce
the number of tokens that the model attends to, and incorpo-
rate additional global information, such as attention sinks for
StreamingLLM and heavy hitters for H2O. In addition to these
approaches, we also consider training-based AutoCompressors
[50] as a baseline, which incorporates additional summary to-
kens for context compression and utilizes them as soft prompts
for subsequent generation.

Metrics. To evaluate the performance of AnchorCoderP, we
employ pass@k and KV Cache Budget as the metrics for eval-
uating model’s performance. The pass@k metric reports the
percentage of problems solved within the k generated codes. In
this study, we utilize the pass@1 metric with greedy decoding
for both AnchorCoder and baselines, which provides the
most direct reflection of the model’s generative capability and
is not subject to the influence of randomness. Considering the
different strategies employed by various methods, we are unable
to set the same budget for each model. Therefore, we have set
a similar KV cache budget for each model, allowing for a 1.5%
deviation.

Due to the limited computational resource, we only use 500M
tokens to train AnchorCoderP, which is challenging for gen-
erating correct code in the HumanEval and MBPP datasets.
Therefore, we use the perplexity and accuracy metric to evaluate
the language modeling and next token prediction capability of
different methods respectively.

4https://huggingface.co/datasets/Flab-Pruner/CodeHarmony

Implementation Detail. For AnchorCoderT and its corre-
sponding baseline, we fine-tuned CodeLlama on the Code-
SearchNet and CodeHarmony datasets, which together contain
150M tokens. For AnchorCoderT -7B, we used Low-Rank
Adaptation (LoRA) [41] to fine-tune the WQ, WK , WO, and
WV matrices of the model with a rank of 16 and a learning rate
of 5e-5. The training of AnchorCoderT -7B was conducted
on a single Nvidia RTX 4090. We controlled the sparsity of the
attention weights by creating three variants, each utilizing TAA
in a different number of layers. Specifically, we configured the
models to use TAA in 24, 28 and 30 (out of 32) layers, with
the remaining layers using dense attention to aggregate context.
The anchor layers for the three variants are positioned at the 8th,
8th and 16th layer, respectively. For AnchorCoderT -34B, to
avoid the significant latency introduced by offloading during
distributed training, we used QLoRA [51] with rank 32 and
fine-tuned the model using 4 Nvidia RTX A6000 GPUs. The
models used TAA in 36, 42 and 45 (out of 48) layers, while the
rest of the settings remained unchanged.

For AnchorCoderP and its corresponding baseline, we
employ the 500M tokens from CodeSearchNet dataset for full-
parameter training with a learning rate of 5e-4. This training
was accomplished using 5 Nvidia RTX 4090, with 12 out of
16 layers utilizing TAA, while the remaining layers employed
dense attention.

All experimental results are produced using greedy decoding
to eliminate randomness.

V. EXPERIMENT RESULTS

A. RQ1: Accuracy of the Generated Code

To address RQ1, we evaluate AnchorCoder on the Hu-
manEval, HumanEvalPlus and MBPP datasets, respectively. To
ensure fairness, we set the KV budget in the baseline to the
same level. Notably, due to the varying compression strategies
employed by each method, the length of the generated code
differs. Consequently, it is challenging to set the sparsity level
exactly the same. We control the sparsity difference between
methods to be within 1.5% for models of both scales.

The experimental results, shown in Table II, indicate that
under the same KV budget and model scale, AnchorCoder
surpasses the baselines and achieves performance comparable
to dense attention with KV cache budget at 30%. This suggests
that AnchorCoder maintains model performance even at a
compression rate of approximately 30%.

Local attention-based methods such as Window Attention
and StreamingLLM tend to generate code with hallucinations
and inconsistent with the prompt, due to their inherent limita-
tion in concentrating only on local information and failing to
capture the user’s intent specified in the prompt. Additionally,
Window Attention cannot correctly generate tokens beyond the
window size because it overlooks the tokens at the beginning of
the text, which are crucial for representing the absolute position
in the text [19].

H2O achieves attention compression by discarding tokens
with low attention weights in previous computations, assuming
these tokens are insignificant for predicting subsequent tokens.
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TABLE II
PERFORMANCE COMPARISON OF ANCHORCODERT IN RQ1

Model Size Method
HumanEval HumanEvalPlus MBPP

KV Budget % (↓) Pass@1 % (↑) KV Budget % (↓) Pass@1 % (↑) KV Budget % (↓) Pass@1 % (↑)

7B

Dense 100 31.10 100 23.17 100 39.40

Window Attention
30 0.00 30 0.00 28 0.00
20 0.00 20 0.00 18 0.00
15 0.00 15 0.00 12 0.00

StreamingLLM
30 6.10 30 4.27 28 3.40
20 1.83 20 1.22 18 1.60
15 1.22 15 0.00 12 1.80

H2O
30 17.68 30 14.02 28 17.60
20 14.63 20 10.98 18 15.40
15 14.02 15 10.36 12 14.00

AutoCompressors
30 24.39 30 21.34 28 23.00
20 23.17 20 20.12 18 20.20
15 17.07 15 13.41 12 17.00

AnchorCoderT
30 31.71 30 25.61 28 38.20
20 29.88 20 25.00 18 38.00
15 27.44 15 24.3 12 36.40

34B

Dense 100 40.24 100 35.37 100 56.80

Window Attention
30 0.00 30 0.00 28 0.00
20 0.00 20 0.00 18 0.00
15 0.00 15 0.00 12 0.00

StreamingLLM
30 7.32 30 6.10 28 8.60
20 3.66 20 2.44 18 6.40
15 1.22 15 0.00 12 3.20

H2O
30 21.34 30 17.07 28 28.40
20 18.90 20 15.86 18 23.20
15 17.68 15 15.24 12 22.80

AutoCompressors
30 35.98 30 29.88 28 49.80
20 31.10 20 28.05 18 44.20
15 28.66 15 23.78 12 38.40

AnchorCoderT
30 40.95 30 32.93 28 57.40
20 35.98 20 29.27 18 55.60
15 35.37 15 27.44 12 53.20

However, in code generation tasks the spatial positions of re-
lated code fragments can be far apart, and H2O might discard
tokens that are insignificant in the earlier context but critical
in the subsequent context. Moreover, AutoCompressors uses
multiple summary tokens as soft prompts to represent more
contextual information with a few key-value caches. However,
it assigns absolute positional information to these tokens, po-
tentially affecting model’s generalization ability. Furthermore,
the summarization method based on soft prompts can disrupt
the positional information of the context. In contrast, Anchor-
Coder compresses context into the anchor points, thereby
maintaining the model’s generation capability with less KV
states. In Section V-D, we conduct further case studies where
an analysis of the limitations of the window attention-based
approach is presented.

Note that the training-based methods, such as AutoCompres-
sors and AnchorCoder, we only update the self-attention-
related parameters using LoRA. However, one may argue incor-
porating additional data could introduce an unfair comparison
with other baseline methods. To ensure fairness and further
validate the effectiveness of AnchorCoder, we pre-trained
AnchorCoderP and other baselines from scratch on the Code-
SearchNet dataset and evaluated their performance on language
modeling tasks.

The experimental results are shown in Table III. In this ex-
periment, the KV cache budget is set to 30%. Notably, under

TABLE III
PERFORMANCE COMPARISON OF ANCHORCODERP IN RQ1

Method Perplexity (↓) Accuracy % (↑)
Dense 4.32 70.46
Window Attention 5.28 67.12
StreamingLLM 5.30 67.02
H2O 5.08 67.69
AutoCompressors 4.53 69.23
AnchorCoderP 4.38 70.35

this setting, AnchorCoder can achieve performance compa-
rable to Dense Attention. Regarding the training-free, sliding
window-based method, it performed well across the evaluation
metrics in this experiment, largely due to its design, which
prioritizes reducing the KV cache and perplexity in long-text
generation, rather than generating contextually coherent code.
AutoCompressors demonstrated superior performance in this
experiment compared to directly tuning CodeLlama, mainly
due to the use of full-parameter fine-tuning in this setting, which
enhanced the method’s overall effectiveness. This result also
supports the efficient fine-tuning capability of AnchorCoder.
In addition, this experiment can also demonstrate the gen-
eralizability of AnchorCoder, where AnchorCoder can
be applied to models with lower sparsity of attention, as the
AnchorCoderP is initialized randomly, which prompts the
model to allocate attention uniformly across all tokens.
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TABLE IV
KV CACHE OVERHEAD DURING DECODING PHASE ON HUMANEVAL

IN RQ2

Method Pass@1 KV cache (GB) length ratio
Dense-7B 31.10 5.02 55.74 9.01×10-2

AnchorCoderT -7B
31.71 1.52 (↓70%) 56.12 2.71×10-2

29.88 1.06 (↓79%) 56.01 1.90×10-2

27.44 0.77 (↓85%) 54.34 1.42×10-2

Dense-34B 40.24 16.43 60.12 2.73×10-1

AnchorCoderT -34B
40.95 5.27 (↓70%) 60.89 8.65×10-2

35.98 3.34 (↓80%) 60.37 5.53×10-2

35.37 2.70 (↓84%) 66.79 4.04×10-2

B. RQ2: Memory Consumption of AnchorCoder

To address RQ2, we present a comparative analysis of the
total KV cache consumption (GB) required during the model
decoding phase of AnchorCoderT -7B versus that of dense
attention. Unlike the Sparsity metric, which focuses on the
percentage of tokens involvement in computing the attention
weights, the evaluation of KV cache overhead necessitates a
consideration of the caching strategies employed during the pre-
filling phase. Specifically, dense attention requires the storage
of the KV cache for all tokens in the prompt, as these cached
representations will subsequently serve as context in the decod-
ing phase. In contrast, while AnchorCoder also processes all
tokens within the prompt for information aggregation during
prefilling, it only needs to cache the KV states for the anchor
points. The sparsity metric primarily assesses the number of
tokens involved in the computation.

As shown in Table IV, AnchorCoderT -7B achieves com-
parable performance to Dense Attention with an overall
KV cache requirement of only 1.52 GB. Given the vari-
ance in text lengths generated by different methods, we
computed the ratio (GB/token) of cache and length to de-
termine the average cache required per token. Anchor-
CoderT -7B maintains performance levels of 102%, 96%
and 88% when reducing cache overhead by 70%, 79%
and 85%, respectively. Additionally, AnchorCoderT -34B
similarly maintains performance of 102%, 89% and 88%
when reducing cache overhead by 70%, 80% and 84%,
respectively.

Specifically, for each layer, the use of TAA reduces KV cache
overhead by 89% compared to layers utilizing dense attention.
Based on the experimental results, we recommend targeting an
overall cache compression rate of approximately 30%, which
corresponds to three-quarters of model layers employing TAA.
This configuration minimizes cache overhead while preserving
model performance as much as possible.

C. RQ3: Ablation Study

For RQ3, we first design ablation experiments that primarily
focus on two metrics: Pass@1 and runtime, shown in Table V.
We then examine the distribution of attention within the model
when utilizing LAA to underscore its significance.

Ablation experiments on Pass@1. The objective of studying
the Pass@1 metric is to investigate the impact and contribution

TABLE V
ABLATION RESULT IN RQ3

Model Pass@1
Runtime

Prefilling Decoding Throughput
Dense 31.10 3.62× 10−2 560.39 29.24
AnchorCoderT -7B 31.71 4.54× 10−2 420.35 38.98
-w/o LAA 29.27 4.15× 10−2 415.17 39.46
-w/o MHPE 29.88 3.86× 10−2 417.28 39.26
-TAA only 28.04 3.71× 10−2 411.49 39.82

Fig. 9. Attention headmap of CodeLlama and AnchorCoderT -7B.

of each component within AnchorCoder evaluating on Hu-
manEval, as shown in Table V, the 2nd column.

It can be observed that the removal of LAA leads to a
degradation in model performance. This is because the model
has limited dimensions, and compression inevitably leads to
information loss. LAA serves as an alternative pathway for
linking information across layers, significantly reducing this
loss of information. In Fig. 9, we present the attention heatmaps
for CodeLlama and AnchorCoderT , demonstrating that the
layers utilizing LAA do not alter the inherent distribution pat-
tern of attention, which ensures the efficiency of tuning. Addi-
tionally, a substantial portion of attention is allocated to the KV
states in anchor layer, which is crucial for sustaining the overall
performance of the model. MHPE, tailored for anchor points,
enhances the model’s positional awareness within the over-
lapping information by adding relative positional information
across different attention heads, thereby further augmenting the
effectiveness of Anchor Attention.

Ablation experiments on runtime metrics. We aim to investi-
gate the temporal cost of the model in generating extended text
under different settings. To this end, we configure the generation
length to 16,384, which is the training length used by CodeL-
lama, and present the experimental results in Table V, the 3rd-
5th column. In this table, we dissect Runtime into three distinct
metrics: Prefilling (s), which represents the time the model
takes to process the prompt; Decoding (s), which denotes the
time taken for autoregressive generation; Throughput (token/s),
indicating the number of tokens generated per second during the
decoding phase.

Our analysis reveals that AnchorCoder can reduce the
inference latency of CodeLlama by 25%, primarily attributed
to a bandwidth bottleneck during decoding caused by frequent
cache accesses. By reducing the size of the KV cache, we
observe a substantial decrease in decoding latency. The incor-
poration of LAA, serving as a communication channel between
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Fig. 10. Case study of code generated by AnchorCoder-7B and baseline methods.

layers, increases the computational demands of the model.
However, our ablation studies demonstrate that during the de-
coding phase, latency does not increase significantly, as the
presence of a bandwidth bottleneck necessitates the model ex-
pending more time accessing the KV cache than calculating at-
tention [52], [53], [54]. Consequently, additional computational
demands do not substantially contribute to delay. Nevertheless,
during the prefilling stage, LAA introduces an additional delay
of 3.91× 10−3s (9%) due to computational bottlenecks at this
stage, which is deemed acceptable. Furthermore, our results
indicate that MHPE increases inference latency, as it necessi-
tates the computation of distinct positional encodings for each
attention head.

In summary, our ablation experiments confirm the effec-
tiveness and efficiency of MHPE and LAA. MHPE enhances
the model’s positional awareness by establishing independent
position encodings for each attention head, improving model
performance without added parameters and only adding mini-
mal computational overhead related to position encoding. Sim-
ilarly, LAA recovers information through cross-layer cache,
adding no additional parameters and only incorporating extra
key states into attention calculations, thereby improving model
performance without significantly increasing inference latency.

D. Case Study

In Fig. 10, we present two cases collected from the Hu-
manEval dataset, demonstrating examples where Anchor-
Coder generate correct and incorrect code. We also provide
the results from baseline methods to discuss the effectiveness
of AnchorCoder.

In the first case, Window Attention generates messy code due
to its failure to account for ‘sink tokens’. StreamingLLM uses

an incorrect variable as it cannot access the entire context. H2O
produces hallucinated code as it lacks critical context, leading
to inaccurate generation. AutoCompressors generates a result
that diverges from the input prompt. In contrast, only Anchor-
Coder and Dense Attention generate the correct solution.

In the second case, the baseline methods produce code that
significantly deviates from the intended prompt. Although An-
chorCoder correctly considers the requirement for odd in-
dices in its solution, it overlooks the condition regarding even
elements, resulting in an incorrect output. We attribute this
failure primarily to information loss during the compression
process.

This comparison underscores the strengths and limitations
of AnchorCoder, revealing areas for potential improvement,
particularly in handling more complex conditions.

VI. DISCUSSION

A. Limitations

While AnchorCoder demonstrates promising results for
code LLMs by leveraging code-specific patterns, several lim-
itations may arise when applied to general LLMs. This section
analyzes why our approach is particularly effective for software
engineering applications (such as code generation) but may
have challenges in broader domains.

(1) AnchorCoder is designed based on the distinctive at-
tention patterns observed in our empirical study (Section II)
of code LLMs. These patterns, particularly the high attention
weights assigned to structural tokens such as linebreaks, rep-
resent code-specific phenomena that may not manifest in gen-
eral LLMs trained on natural language. The absence of these
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consistent anchoring points would invalidate our basic assump-
tion requiring effective information aggregation.

(2) code exhibits more regular syntactic structure and format-
ting, compared to natural language which varies dramatically in
sentences and paragraphs. As demonstrated in the case studies
(cf. Fig. 10), applying compression to irregularly structured text
may lead to information loss. In contrast, code lines allow An-
chorCoder to compress contextual information with minimal
semantic degradation, which is difficult to achieve in natural
language.

(3) the relationship between syntax and semantics dif-
fers fundamentally between code and natural language. Pro-
gramming languages, as an artificial language, follow strict
syntactic rules with predictable information flow: function def-
initions precede implementations, variable declarations pre-
cede usage, imports precede references, etc. These consistent
patterns, combined with the critical importance of preserving
long-range dependencies, make our anchoring strategy partic-
ularly effective for code generation. Natural language, with
its more fluid structure and distinct dependency characteris-
tics [33], may not benefit substantially from the anchoring
mechanism.

These distinctions highlight why AnchorCoder represents
a bespoken, domain-specific solution for software engineer-
ing. By exploiting the unique characteristics of code–its struc-
tured format, consistent syntactic patterns and specific attention
distribution–our approach achieves efficient compression while
maintaining the semantic integrity essential for accurate code
generation.

B. Threats to Validity

Internal Validity. A potential threat to internal validity is the
randomness inherent in LLM decoding. To mitigate the im-
pact of uncertainty on experimental results, we employ greedy
decoding to ensure the certainty of the generated code by the
model, as opposed to the nucleus sampling method commonly
used by most LLMs, which introduces randomness.

External Validity. A potential threat to external validity in our
study is the generalizability of our findings, which pertains to
both language and model types. Our experiments were con-
ducted primarily on Python datasets, which are most commonly
required for code generation tasks. Limited by our devices, we
conducted experiments only on CodeLlama with a 7B param-
eters. Notably, we have observed that larger models exhibited
sparser attention. Therefore, we believe that larger-scale models
have greater potential for compression, which also applies to the
method we proposed.

Construct validity. Evaluation metrics pose a potential threat
to construct validity for code generation tasks. The metric we
selected, pass@k, is the most common and practical in everyday
development, compared to the match-based BLEU and Code-
BLEU metrics. We also compared sparsity and runtime metrics,
which are crucial for assessing the efficiency of code genera-
tion. In addition to this, it is important to acknowledge that the
accuracy of the pass@k metric in assessing the correctness of

generated code is highly dependent on both the quantity and
quality of the test cases used. To ensure the comprehensiveness
and fairness of testing, we have not only utilized the HumanEval
dataset but also employed HumanEvalPlus, which includes over
80 times more test cases compared to HumanEval. This signif-
icant increase in the number of test cases allows for a more
thorough evaluation of the code’s performance in edge cases.
This approach ensures that the assessment of generated code
is robust and reflects real-world operational challenges more
accurately.

VII. RELATED WORK

Code Generation. LLMs have recently demonstrated remark-
able capabilities across various applications, particularly in
programming-related tasks [1], [2]. An early standout is Codex
[1], which leverages a vast GPT model fine-tuned on GitHub
code, fueling the development of Copilot for real-time cod-
ing assistance. Codex has ignited considerable interest in both
academia and industry, catalyzing the creation of numerous
models. For example, DeepMind’s AlphaCode [2] is engineered
to address coding challenges in competitive programming envi-
ronments. Similarly, Meta introduced models such as InCoder
[3] and CodeLlama [9], while Salesforce developed CodeRL
[55] and CodeGen [8]. The BigCode project unveiled StarCoder
[56]. In addition, numerous open-source large-scale models
has further enhanced the capabilities in code generation [57],
[58], [59], [60]. This surge in model development underscores
the significant enhancements in the quality and practicality of
automated code generation, marking a substantial leap forward
in the methodologies and efficiency with which coding tasks
are addressed and accomplished [61], [62].

Beyond model performance, research has also focused on
generation efficiency. SEC [47] proposes skipping certain layers
during inference to obtain predictions, reducing unnecessary
computation. CodeFast [63] aims to identify and halt generation
when redundant tokens are encountered, thereby improving
inference efficiency while maintaining model performance. [61]
explores code-aware quantization strategies that could preserve
accuracy while preventing robustness degradation. [64] uti-
lizes active learning to train a model with a reduced dataset
while maintaining the desired performance. CodeMentor [65]
proposes a framework for few-shot learning that fine-tunes
LLMs for code review tasks using organizational data. These
approaches enhance model efficiency and reduce computational
overhead without sacrificing output quality.

Context Compression. The concept of context compression is
closely related to earlier efforts to archive past representations,
enhancing memory and facilitating long-range sequence mod-
eling in Transformers. Specifically, the Compressive Trans-
former [66] utilizes a learned convolutional operator to con-
dense Transformer activations into a more compact memory
representation. Gisting [67] involves training a language model
to condense prompts into concise sets of “gist” tokens, which
can be cached and reused to enhance computational efficiency.
AutoCompressors [50] compresses long contexts into compact
summary vectors, which are then accessible to the model as
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soft prompts. [68] proposes a plug-and-play approach that can
incrementally compress the intermediate activations of a speci-
fied span of tokens into more compact forms, thereby reducing
both memory and computational costs in processing subsequent
contexts. In contrast to the aforementioned methods, our pro-
posed AnchorCoder is designed for code generation which
compresses in a more natural manner without altering model’s
inference.

Sparse Attention. The sparse attention mechanism is a variation
of the traditional attention mechanisms used in neural networks,
specifically designed to handle large sequences more efficiently
by reducing the computational time and memory usage. Win-
dow attention [17], [69] leverages the local features of text for
prediction, enabling the model to cache only a minimal amount
of KV state for long text predictions. StreamingLLM [19] ob-
serves the phenomenon of attention sink within large language
models and, building upon window attention, introduces sink
tokens to enhance long text generation capabilities. H2O [20]
achieves sparse attention by discarding values with low atten-
tion scores from the context during decoding, thus maintaining
partial model performance with reduced cache requirements.
FastGen [21] employs a combination of four strategies to ef-
fectively restore attention scores and significantly compress the
KV cache. Based on these insights, AnchorCoder utilizing
sparse attention in general, reduces the cache overhead via
compression rather than extraction, further sustaining model
performance.

VIII. CONCLUSION

We have conducted empirical research to explore the sparsity
patterns of attention in code generation models. We designed a
“needle in a haystack” experiment to demonstrate the ineffec-
tiveness of current sparse attention methods in code generation.
Based on these findings, we have proposed AnchorCoder, a
novel approach which features token-wise and layer-wise an-
chor attention. designed to extract and compress the contextual
information, and mitigate the issues of excessive superposi-
tion caused by the compression, respectively. Comprehensive
experiments have demonstrated that AnchorCoder signifi-
cantly reduces the KV cache overhead while maintaining model
performance.

In the future, we plan to extend the application of Anchor
Attention to a broader spectrum of attention mechanisms, in-
cluding but not limited to multi-query attention (MQA) [70],
multi-head latent attention (MLA) [71], and grouped-query at-
tention (GQA) [72]. More experiments with larger code LLMs
for the repository-level code generation are also planned.
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