Automatic source code summarization with graph attention networks
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A B S T R A C T

Source code summarization aims to generate concise descriptions for code snippets in a natural language, thereby facilitates program comprehension and software maintenance. In this paper, we propose a novel approach–GSCS—to automatically generate summaries for Java methods, which leverages both semantic and structural information of the code snippets. To this end, GSCS utilizes Graph Attention Networks to process the tokenized abstract syntax tree of the program, which employ a multi-head attention mechanism to learn node features in diverse representation sub-spaces, and aggregate features by assigning different weights to its neighbor nodes. GSCS further harnesses an additional RNN-based sequence model to obtain the semantic features and optimizes the structure by combining its output with a transformed embedding layer. We evaluate our approach on two widely-adopted Java datasets; the experiment results confirm that GSCS outperforms the state-of-the-art baselines.
to study approaches to extract the structural information of the code. In particular, the abstract syntax tree (AST), which expresses the syntactic structure of a program in a tree form, has become the mainstream tool for code analysis. For instance, Hu et al. (2018) proposed the algorithm SBT which can flatten the AST of a Java method to a sequence using nested parentheses. LeClair et al. (2019) introduced two encoders to encode the code tokens and the AST sequences separately. Shido et al. (2019) applied extended Tree-LSTM to learn tree structures in ASTs directly. LeClair et al. (2020) utilized Convolutional Graph Neural Networks (ConvGNNs), together with the source code sequence as separated inputs, to the code summarization model.

The aforementioned neural network models have advanced the state-of-the-art and can generate useful summaries in practice, but still have several limitations. First, source code usually contains complex nested structures, thus cannot be simply treated as plain texts which would otherwise lose too much information and inevitably degrade the model performance (Hellendoor and Devanbu, 2017). Second, existing models are insufficient in processing structural information. For instance, SBT introduces numerous brackets, which aggravates the long dependency problem and introduces unnecessary redundant information. Neither Tree-LSTM nor ConvGNN considers the current context of the node in an AST. Namely, each node has its local characteristics in an AST. Even if two nodes are with the same identifiers, the roles they play in the local environment could be different, but are treated equally in Tree-LSTM and ConvGNN. As a result, for code summarization, the extraction and modeling of code structure require further investigation. Third, the order in source code is not fixed, and swapping partial tokens or statements may not affect its functionality (e.g., a + b is equal to b + a). However, for basic RNNs which were designed to process sequential data, the position of each token is fixed during encoding as a result of their sequential structure.

To overcome these limitations, in this paper, we propose GSCS (Graph structure and Semantic sequence for Code Summarization), a novel approach which is based on graph structure and semantic sequence for code summarization. It is widely accepted that code is more amenable to graph or tree representations (Binkley, 2007; Ottenstein and Ottenstein, 1984), whereby we apply graph neural networks to capture the structural features of ASTs. To mitigate the out-of-vocabulary problem of AST nodes and assimilate inner representations, we put forward a variant of ASTs by splitting the method names, variable names, and long string literals into subtokens which are linked to the corresponding labeled nodes to retain the tree structure. Similar to the work of LeClair et al. (2019) which encoded code and AST separately, we adopt the sequence model, BiGRU (Chung et al., 2014), as the semantic encoder for modeling the tokenized code sequences.

Once a code snippet is parsed into an AST, it may contain redundancy. If one simply accumulates the child node features with Tree-LSTM or ConvGNN, noise contained in these nodes may propagate deeper especially when using multi-layer networks. To this end, we exploit Graph Attention Network (GAT) proposed by Petar et al. (Velickovic et al., 2017) to address the shortcomings of graph convolution. In a nutshell, GAT can learn to automatically assign different weights to neighbor nodes, encouraging the adoption of useful structural information while ignoring noise messages. Moreover, to handle the code sequence, we optimize the basic Seq2Seq model inspired by Iyer et al. (2016) who used a single embedding layer without any position feature. We combine BiGRU with a transformed embedding layer (such as a residual connection) to alleviate the effect of absolute position and long-term dependence, which considerably improves the quality of the generated summary.

In summary, in this paper, we highlight the importance of the structural information in code snippets and design a new neural network architecture to process both the structural and the semantic information, yielding a novel data-driven approach for code summarization. We conduct experiments on three public datasets collected from GitHub, and the results endorse the effectiveness of our approach over the state-of-the-art solutions. Moreover, to facilitate replication and reuse of our work, we have made the implementation publicly available.1

Structure of the paper. The remainder of this paper is organized as follows. Section 2 reviews the related work. Section 3 describes the background of BiGRU and GAT. Section 4 presents the details of our proposed approach. Section 5 empirically evaluates the performance of the new approach with comparisons to baselines. Section 6 discusses the threats to validity. Section 7 draws the conclusion and discusses briefly the future work.

2. Related work

As a critical task in software engineering, a multitude of studies have been conducted on code summarization. The goal of automatic code summarization is to generate a brief yet accurate representation of a code snippet. Heuristic rule-based methods were first proposed. Hill et al. (2009) extracted natural language phrases from source code identifiers, helping developers to quickly identify relevant program elements. Sridhara et al. (2010) summarized a Java method’s overall actions by exploiting both structural and linguistic clues in the method. Sridhara et al. (2011) described a technique to automatically generate descriptive summaries for parameters of Java methods and provide sufficient context for developers to understand the role of the parameter in achieving the computational intent of a method. All of the above approaches are based on pre-defined templates and rules, which completely rely on prior knowledge of developers. Thus it is inevitable that they fail to work when the code content is outside the scope of the templates.

Several works exploited Information Retrieval (IR) technology for source code summarization. Wong et al. (2013) mined code-description mappings from Q&A sites and leveraged such mappings to generate description summaries automatically for similar code segments matched in open-source projects. Haiduc et al. (2010) applied Latent Semantic Indexing (LSI) to select the top five terms in the list ordered by cosine similarity to construct the summary. However, the effect of these IR-based approaches is limited by the similarity between the corpus and the tested examples, which may generate summaries completely different from the actual semantics.

In recent years, inspired by the development of machine learning, researchers began to investigate application of deep learning in software engineering. Similar to machine translation, code summarization is the mapping from programming language to natural language. Iyer et al. (2016) firstly presented an end-to-end neural network called CODE-NN, which used an embedding layer to encode the code tokens and combined them with Long-Short Term Memory (LSTM) networks via an attention mechanism to produce sentences that describe C# code snippets and SQL queries. Allamanis et al. (2016) designed a convolutional neural network to produce short, descriptive, function name-like summaries with two attention mechanisms, i.e., one predicts the next summary token based on the attention weights of the input tokens, while another one is able to copy a code token directly into the summary. Zhou et al. (2019) proposed to augment context information with techniques of program analysis and then automatically generate code comments. Dual learning (He et al., 2016) was first proposed to learn from unlabeled data based on the duality of tasks. It was further demonstrated

1 https://github.com/sjj0403/GSCS.
that dual learning at a model level can solve a group of dual tasks, such as neural machine translation and text analysis. Bolin et al. (Wei et al., 2019) considered code summarization (CS) and code generation (CG) as a pair of dual tasks. They added regularization terms in the loss function to constrain the duality between the two Sequence-to-Sequence models. Zhang et al. (2020) proposed a retrieval-based neural source code summarization approach by enhancing the neural network model with the most similar code snippets retrieved from the training set. This approach still suffered from the limitation of similarity. Transformers (Vaswani et al., 2017) have become the mainstream architecture in machine translation, which works on seq2seq tasks using the multi-headed attention mechanism and realizes parallel computing in the encoder. Ahmad et al. (2020) presented a Transformer-based approach for source code summarization, replacing the original absolute position representation with relative position and adding a copy attention mechanism to the basic Transformer architecture, which has been proved to perform well.

Some neural network models consider the structural characteristics of code. Hu et al. (2018) proposed an SBT algorithm, transforming ASTs into a unique sequence as the input to an LSTM. LeClair et al. (2019) expand on this idea by separating the code sequence and the AST sequence into two different encoders to learn diverse features of code snippets. An AST is of a tree-structure, so the inner features will be omitted after being flattened while the problem of long-term dependence is aggravated due to the geometric growth of the sequence length. Thus Shido et al. (2019) applied extended Tree-LSTM for source code summarization that can keep an AST’s internal structure. Fernandes et al. (2018) extended the code sequence encoders with Gated Graph Neural Networks that can reason about long-distance relationships in strong structured data. LeClair et al. (2020) used a ConvGNN-based encoder of graph2seq to model the AST, combined with an RNN-based encoder modeling the code sequence. Zügner et al. (2021) proposed a multilingual model for code summarization, called Code Transformer, which combined distances computed on structure and context in the self-attention operation. However, the latest technology is still facing the difficulty of extracting and employing structural information. ASTs are complex and huge, so simple feature accumulation may blur useful message without filtering.

3. Background

This section covers the supporting technologies behind our work, including bidirectional gated recurrent units and graph attention networks. Familiarity with neural network concepts like RNNs and GNNs are needed as they are the basics in our approach.

3.1. Bidirectional gated recurrent units

RNNs establish a connection between the front and rear units in the same layer, which considers the influence from front to back and makes the unit have a certain memory function. Since the semantics of one token is not only connected to the previous information but also closely related to the information after the current token, BiRNN (Schuster and Paliwal, 1997) was proposed to train two RNNs based on forward and backward sequences respectively, both of which are connected to an output layer. This structure provides the output layer with complete past and future context information for each item in the input sequence. As a variant of BiRNN, bidirectional gated recurrent unit (BiGRU) has been widely used in sentiment classification (Han et al., 2020), entity-relationship extraction (Lv et al., 2020) and text classification (Duan et al., 2020). At each time step \( t \), the GRU (Cho et al., 2014) takes not only the input of the current step but also the hidden state outputted by its previous time step \( t-1 \). In a BiGRU, two independent GRUs are combined in a bidirectional fashion, with one reading the input sequence in the forward direction and the other in the backward direction. In addition, to capture the long-term dependence in a long sequence, BiGRU controls the flow of information through two different gating mechanisms, i.e., reset gate and update gate. The reset gate combines the new input information with the previous hidden state to filter memories that have nothing to do with the future work and the update gate defines the amount of previous memory saved to the current time step. Compared with another variant, BiLSTM (Hochreiter and Schmidhuber, 1997), BiGRU significantly reduces the number of parameters and training time (Chung et al., 2014). As a result, in our framework, we adopt BiGRU to encode the code sequence.

3.2. Graph attention networks

Graph neural networks (GNNs) embed the graph structure into the neural models and have been applied in various domains, for instance, sequence labeling, relationship extraction, event extraction, image classification, etc. Graph convolution networks (GCNs) (Kipf and Welling, 2017) extend convolutional networks for images to handle graph data. However, GCNs fail to directly act on directed graphs or dynamic graphs, and all neighbor nodes are treated equally. To address these problems, graph attention networks (GAT) (Velickovic et al., 2017) were developed to adaptively control the contribution of adjacent nodes by introducing the attention mechanism. The advantage is that it can amplify the influence of the most important part of the data. The main idea of GAT is to compute the hidden representations of each node in the graph, by attending over its neighbors, following a self-attention strategy. It means that the weight of adjacent node features is completely determined by the node features themselves and is independent of the graph structure. To learn the attention weights in different subspaces, GATs integrate the outputs of multiple graph attention layers (GALs). Each GAL trains the parameters of the specific attention function to determine the weights of neighboring nodes when aggregating feature information.

4. Approach

Fig. 1 gives an overview of our approach GSCS, which mainly consists of three parts: data processing, model training, and online code summary generation. The neural network architecture is designed to process both semantic and structural information from source code. In particular, BiGRU and GAT are utilized to process code tokens (cf. Section 4.2.1) and ASTs (cf. Section 4.2.2) respectively.

4.1. Data processing

Three types of inputs are subject to data processing, i.e., source code, related tokenized code, and the corresponding summary. Specifically, the summary is the first descriptive sentence extracted from its Javadoc document. We parse the summary and tokenize any CamelCase or snake_case user-defined identifiers once found. The source code is used to generate structure information, i.e., the node sequence and the adjacency matrix, and is sent to the structural encoder. The tokenized code is generated from the source code and used as the input of the semantic encoder. For the above three sequences, we set a length threshold. The ones below the threshold are filtered. Vocabularies for code, node, and summary are built from the training sets, and the words which are out of the vocabularies are replaced with “unknown”.
To generate the structural dataset, we parse the source code of each Java method to ASTs and filter out those that fail to parse. Based on the obtained ASTs, we set rules to tokenize partial terminal nodes and mark them with specific class labels (such as method names, variable names, and long strings), which is to preserve the tree structure of the ASTs and equip each node with explicit semantic information. Example 1 provides a Java method, which serves as a running example to show the details of splitting specific nodes.

Example 1. An example to show the details of tokenized AST

```java
public void ClientInit(ParsingEvent pe)
{     
   m_teamName = pe.get("team_name");
   CaseEvent ce = new CaseEvent(this, m_teamName);
   for(CaseEventListener cel:CEListeners)
      cel.Connecting(ce);
}
```

Compared with the original AST which is parsed with javalang and shown in Fig. 2, three additional labeled nodes (i.e., MethodNameSplit, VariableSplit and StringSplit) are designed to mark the nodes that need to be tokenized. The original method name node “ClientInit” is replaced by the “MethodNameSplit” node connected with several sub-nodes, i.e., “Client” and “Init”, which are generated in accordance with the CamelCase rule. For string nodes, we filter quotation marks out first, and then treat the blank space as the separator. If the generated list still contains CamelCase or snake_case tokens, we carry out the segmentation again.

4.2. Code summarization model

The architecture of our model is illustrated in Fig. 4. The model contains two encoders, i.e., the semantic encoder and the structural encoder, which are to process tokenized code sequences and tokenized ASTs respectively. The semantic encoder builds up a language model on the code sequence with BiGRU, while the structural encoder uses multiple Graph Attention Layers (GALs) connected with BiGRU to encode tokenized AST. In general, given the input code sequence \( X = (x_1, \ldots, x_n) \), the input node sequence \( V = (v_1, \ldots, v_N) \) and the adjacency matrix \( A \), the code summarization model aims to learn to generate the summary sequence \( Z = (z_1, \ldots, z_m) \) based on the conditional probability \( p(z_1, \ldots, z_m | x_1, \ldots, x_n, v_1, \ldots, v_N, A) \).

As shown in Fig. 4, our model architecture is mainly composed of the semantic encoder, the structural encoder and the decoder. In what follows, we introduce the details of these three parts.

4.2.1. Semantic encoder

We opt for a single layer BiGRU (Chung et al., 2014), a variant of RNN, to encode the code sequence after an embedding layer, which is simpler than LSTM but has a similar effect. Formally, \( \text{OutX}, \text{hidden} = \text{BiGRU}(\text{EM}(X)) \)

where \( \text{OutX} \) and hidden are the two outputs of BigRU based on the embedded input \( \text{EM}(X) \). In particular, hidden represents the final hidden state of the BiGRU, which will be sent to the decoder as the initial hidden state. \( \text{OutX} \) records the output features at each time step, which consists of two independent GRUs’ outputs with opposite directions, i.e., \( \text{OutX} = [\text{OutX}_+ \| \text{OutX}_-] \). To record both the forward and backward contextual information in the output of BiGRU, a vector addition is applied on OutX, i.e.,

\[
\text{GRUOutX} = \text{OutX}_+ + \text{OutX}_-
\]

As a sequence model, RNN emphasizes the order of the processed tokens. However, in the current case some of the tokens are indeed swappable. As a result, we put forward a transformed embedding layer which fuses the features of the embedding layer with the output of BiGRU to reduce the influence of absolute positions. Specifically, through a learnable linear transformation, i.e.,

\[
\text{EmOutX} = \text{Linear}(\text{EM}(X))
\]

we obtain \( \text{EmOutX} \), which is to be added to \( \text{GRUOutX} \), yielding the final output \( \text{OutputX} \) of semantic encoder.

\[
\text{OutputX} = \text{EmOutX} + \text{GRUOutX}
\]

4.2.2. Structural encoder

Similar to the semantic encoder, the structural encoder first sends the sequences of nodes to an embedding layer, by which each token is mapped to a vector. To take advantage of GAT, we treat the tokenized AST as an undirected graph \( G = (V, E, A) \), where \( V \) and \( E \) are respectively the sets of nodes and edges, and \( A \) is the corresponding (symmetrical) adjacency matrix. In particular, \( V = \{ v_1, \ldots, v_N \} \) is generated from the embedding layer (where \( N \) is the number of nodes). To abuse the notation slightly, we also use \( v_i \in \mathbb{R}^d \) to denote the feature vector of the
node (where $F$ is the dimension of the feature space). We send $G = (V, E, A)$ to GAT for updating the features of each node, i.e., $\tilde{V} = \text{GAT}(V, E, A)$

**Structure of GAL.** The graph attentional layer (GAL) is the sole layer utilized throughout the GAT architecture (Velickovic et al., 2017). As shown in Fig. 4, the structural encoder stacks GALs to construct GAT. Each GAL selectively aggregates node information within 1-hop neighborhood when updating node features to produce a new set of node vector $V' = \{v'_1, \ldots, v'_N\}$. (Note that $v'_i \in \mathbb{R}^{F'}$ and $F'$ can be different from $F$.) Firstly, to obtain high-level features one learnable linear transformation $W$ is required to transform the input feature $v$ to $Wv$, where $W \in \mathbb{R}^{F' \times F}$ is referred to as a weight matrix.

The core of GAL is to introduce self-attention to calculate the attention coefficient $q$ for each pair of nodes, which is determined by the feature vector itself and other nodes. $q_{ij}$ indicates the importance of node $j$'s features to node $i$ and is defined as

$$q_{ij} = b^T [Wv_i \parallel Wv_j]$$  (1)
Namely, the weight assigned by the node in the directed graph to enable the network to learn bidirectional features. Asymmetric, therefore, we regard the tokenized AST as an undirected graph, only focusing on its neighbors and itself. Based on the edge matrix $A$, if there is an edge from node $j$ to node $i$, the attention coefficient $q_{ij}$ is calculated by Eq. (1), otherwise it is set to be infinity.

$$q_{ij} = \begin{cases} b^T [W_{v_i} || W_{v_j}], & A[i][j] > 0 \\ \infty, & \text{otherwise} \end{cases}$$  \hfill (2)

By Eq. (2), we can observe that the attention mechanism is asymmetric, thereby we regard the tokenized AST as an undirected graph to enable the network to learn bidirectional features. Namely, the weight assigned by the node $i$ to its neighbor $j$ can be different from the weight which $j$ allocates to $i$, although the graph $G$ is undirected.

To ensure the comparability of coefficients on different nodes, the softmax function is applied to normalize these scores, after applying a LeakyReLU nonlinearity with negative input slope $\alpha$ to the obtained $q_{ij}$. Hence, the attention coefficient is calculated as

$$\beta_{ij} = \text{softmax}(\text{LeakyReLU}(q_{ij}))$$ \hfill (3)

$$\beta_{ij} = \frac{\exp(\text{LeakyReLU}(b^T [W_{v_i} || W_{v_j}]))}{\sum_{k \in N_i} \exp(\text{LeakyReLU}(b^T [W_{v_i} || W_{vl_k}])))}$$

where $N_i$ is the set of all adjacent nodes of the node $i$ (including itself); $\beta_{ij}$ represents the final weight coefficient assigned by the node $i$ to the node $j$ and $q_{ij}$ is obtained by Eq. (2).

All the nodes in $N_i$ which are weighted by its attention coefficients are now combined to form a high-level node vector, followed by the nonlinearity activation function $\text{sigmoid}$ to standardize the updated features:

$$v'_i = \sigma \left( \sum_{j \in N_i} \beta_{ij} W_{v_j} \right)$$ \hfill (4)

Eq. (4) describes the update of a node from $v_i$ to $v'_i$ through a single GAL. To capture the characteristics of nodes from various angles, usually $K$ independent attention mechanisms (multi-head attention) can be built simultaneously as follows.

$$v''_i = \|_{k=1}^K \sigma \left( \sum_{j \in N_i} \beta^k_{ij} W^k_{v_j} v''_j \right)$$ \hfill (5)

where $\|$ is the concatenation operation and $K$ is the number of heads. Intuitively, each independent GAL learns a different weight matrix $W^k$. The aggregated features from each GAL are concatenated to obtain $v''_i$ that contains $K'F'$ features, so another GAL is needed to realize the transformation of dimensions from $K'F'$ to $F''$.

We further introduce a GAL which takes the concatenation of the outputs of the above $K$ GALs as the input, namely,

$$\tilde{v}_i = \sigma \left( \sum_{j \in N_i} \beta^k_{ij} W^* v''_j \right)$$ \hfill (6)

where $W^*$ is $R^{F' \times K'F'}$. The purpose of this GAL is to aggregate the neighboring node features, which encourages identifying deeper information. As a result, the original node vector $V$ is updated as $V = [\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_N]$ with the dimension of 512 through the GAT shown in Fig. 4.

Finally, since GAT only captures the features of its local neighbors (i.e., the information we aggregate is within 2 hops), another BiGRU is connected with GAT to add the global information. We carry out preorder traversal on the updated nodes $\tilde{V}$, obtaining the node sequences in accordance with the order of the code representation and send them to BiGRU.

$\text{Out}_V$, hidden $= \text{BiGRU}(\tilde{V})$

Similar to the semantic encoder, the final output of the structural encoder is based on a vector addition, viz., $\text{Output}_V = \text{Out}_V + \text{Out}_V$.

4.2.3. Decoder

For the Seq2Seq framework, the attention mechanism can effectively guide decoding by assigning weights to the input sequence according to the last hidden state, so the model can focus on some more significant parts. In our approach, we adopt the global attention mechanism proposed by Luong et al. (2015). It defines an individual context vector $c_i$ for predicting each target word $z_i$ as a weighted sum of all hidden states $s_1, \ldots, s_n$ in the encoder, i.e.,

$$c_i = \sum_{j=1}^n \alpha_{ij} s_j$$ \hfill (7)

where $n$ is the length of the input sequence and the weight $\alpha_{ij}$ of each hidden state $s_j$ is computed as

$$\alpha_{ij} = \frac{\exp(e_{ij})}{\sum_{k=1}^{n} \exp(e_{ik})}$$

where $e_{ij} = \text{score}(h_{i-1}, s_j)$. Here, $\text{score}$ refers to a content-based function which scores how well the inputs around position $j$ and the output at position $i$ match. We choose the following score function proposed by Luong et al. (2015) to calculate the alignment score vector

$$\text{score}(h_{i-1}, s_j) = U^c \tanh(W^c h_{i-1} \parallel s_j)$$ \hfill (8)

Here, $s_j$ represents the hidden state at time step $j$ in the encoder, $h_{i-1}$ is the last hidden state at the time step $i$ in the decoder. After concatenating $h_{i-1}$ and $s_j$, the activation function tanh is used to score the attention weight, where $U^c$ and $W^c$ are learnable network parameters.

When using double encoders, the previous work tends to adopt a dual-attention architecture which computes the weight distribution of two inputs with different parameters and concatenates the context vector directly. Our approach opts to use a shared attention mechanism aiming to assign different weights proportional to the two encoders’ hidden state. As shown in Fig. 4, the weight is decided by the last state of the decoder $h_{i-1}$ and is set to $1 : p$, where $p = \sigma(\gamma \text{softmax}(h_{i-1}))$. Based on the ratio, we generate the final $c_i$ vector as

$$c_i = \sum_{j=1}^n \alpha_{ij} \text{Output}_X_j + p \sum_{j=1}^N \alpha'_{ij} \text{Output}_V_j$$

where $\alpha_{ij}$ and $\alpha'_{ij}$ are obtained from the alignment model shown in Eq. (8); $n$ and $N$ are the sequence lengths of the two encoders respectively; $\text{Output}_X$ and $\text{Output}_V$ represent the final outputs generated by two encoders respectively. In this manner, the model can adaptively adjust the attention weights to aggregate the text and structural information.

Based on the last hidden state of the decoder and the concatenation of the embedded $z_i$ with the context vector $c_i$, we obtain two outputs at each step of the GRU, i.e., $\text{out}_i$ and $h_i$. The purpose of the decoder is to generate the target word according to the distribution on the output vocabulary, which is guided
by the shared attention and the output of the GRU at the last time step. Specifically, we perform a linear transformation on the concatenation of \(o_t\) and \(c_t\) and apply the softmax function to normalize the distribution.

\[
\text{out}_t, \ h_t = \text{GRU}(\text{EM}(z_t) \| c_t), \ h_{t-1})
\]

\[
dist = \text{softmax}(W_z[\text{out}_t \| c_t])
\]

According to the probability distribution dist, the token with the highest probability in the target vocabulary is selected. In our approach, we adopt beam search with a width of 4, a heuristic graph search algorithm.

5. Evaluation

In this section, we first introduce our experimental set-up, followed by overall results and the ablation study to evaluate different approaches by measuring their accuracy on generating Java methods’ summaries.

5.1. Experimental setup

Datasets. We conduct experiments on three publicly available Java datasets. The first one collected by Hu et al. (2018) contains over 87,000 Java methods with relatively complex inner structures. The second one extracted by LeClair and Mcmillan (2019) contains over 2 million Java methods with relatively simple inner structures. The third corpus is built by Husain et al. (2019) to enable an evaluation of progress on code search. It includes six programming languages and we select the Java subset which contains about 500,000 Java methods.

For each dataset, we prepare two corresponding datasets, i.e., the structural dataset and the semantic dataset for the structural encoder and semantic encoder respectively. For the semantic dataset, we directly employ the tokenized datasets by Ahmad et al. (2020) and LeClair et al. (2019) respectively, which would facilitate the comparisons with baselines. In the Hu dataset, the literals in a Java method were replaced by specified tokens and then further split source code tokens of the form CamelCase and snake_case to their respective sub-tokens. In the LeClair dataset, all non-alphanumeric characters in the code sequence were filtered and identifiers were split into subtokens. As the Husain dataset does not provide a tokenized version, we simply tokenize CamelCase and snake_case into sub-tokens and filter empty functions or data containing Chinese words. None of the datasets include ASTs, so we use the javalang library\(^2\) to generate the associated ASTs from the raw source code and filter out the part that fail to parse. For the summary sequence, the first sentence of Javadoc was extracted as the natural language description in the Hu dataset while the first line of the Javadoc was selected as the corresponding summary in the LeClair dataset. Similarly, we extract the first sentence from the original Javadoc and filter out low-quality data, such as non-English descriptions, incomplete sentences, etc.

Table 1 shows the partition of the three datasets for the training, validation and test respectively after filtering. In addition, to reduce the impact of the order of the data on the model, all datasets are shuffled in advance.

Metrics. We evaluate the source code summarization performance using three metrics, BLEU-4 (Papineni et al., 2002), METEOR (Denkowski and Lavie, 2014), and ROUGE-L (Lin, 2004). These metrics are widely used in the literature to measure the quality of the generated summaries. BLEU is defined as the geometric mean of n-gram matching precision scores multiplied by a brevity penalty to prevent very short generated sentences. Particularly, we compute it based on the NLTK\(^3\) library and choose sentence level BLEU-4 with the smoothing function 4. METEOR combines the unigram matching precision and the recall scores using harmonic mean values and employs the synonym matching mechanism. ROUGE-L computes the length of the longest common sub-sequence between the generated sentence and the reference, and focuses on the recall scores.

Hyper-parameters. Table 2 shows the corpus statistics of the three Java datasets. We follow Ahmad et al. (2020) and LeClair et al. (2019) to set the vocabulary sizes and maximum input lengths on code and summary sequence. Based on the statistical results, we set the parameters on the Husain dataset. The vocabulary sizes of the code and summary in all datasets are set to be 50,000 and 30,000 respectively. The maximum lengths of code and summary are set to be 150 and 50 in the Hu dataset, 50 and 13 in the LeClair dataset, and 180 and 30 in the Husain dataset. Similarly, we build a 50,000-word list for AST nodes, and limit its sequence length to 200, 100 and 240 respectively. We use a single-layered GRU with 512 dimensions of the hidden states and 512-dimensional word embeddings. The head number of GAT is 4 and each GAL has a dimension of 128 on its output, the concatenation of which aresent to another 512-dimensionGAL. Model parameters are optimized by Adam (Kingma and Ba, 2015) with the initial learning rate of 0.002. The dropout rate and minibatch sizes of our model are set to be 0.2 and 32, respectively. We modify the learning rate with StepLR supported by PyTorch, which decays the learning rate for each epoch. We use beam search in the inference process, whose size is set to be 4. We apply gradient clipping to prevent gradients from becoming too large and set the teacher forcing ratio to be 0.5. According to the performance of the validation set, the best model is selected after training 200 epochs on the Hu dataset, 10 epochs on the LeClair dataset and 30 epochs on the Husain Dataset in the experiments. The hyper-parameters of our GSCS model are listed in Table 3. Our implementation is based on PyTorch 1.3.1.\(^4\)

Hardware Configurations. To train our models, we use a server with two Intel Xeon Silver 4216 CPUs, 64 GB RAM and four 2080Ti GPUs.

---

\(^2\) https://pypi.org/project/javalang/.

\(^3\) https://nltk.org/.

\(^4\) https://pytorch.org/.
Table 3
Hyper-parameters of the GSCS model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative input slope of LeakyReLU nonlinearity ($\alpha$)</td>
<td>0.2</td>
</tr>
<tr>
<td>Amount of independent attention mechanisms (K)</td>
<td>4</td>
</tr>
<tr>
<td>Dimension of the feature space (F)</td>
<td>512</td>
</tr>
<tr>
<td>Output dimension of GAL (F')</td>
<td>128</td>
</tr>
<tr>
<td>Out put dimension of an additional GAL (F'', cf. (6))</td>
<td>512</td>
</tr>
<tr>
<td>Code vocabulary size</td>
<td>50,000</td>
</tr>
<tr>
<td>Node vocabulary size</td>
<td>50,000</td>
</tr>
<tr>
<td>Summary vocabulary size</td>
<td>50,000</td>
</tr>
<tr>
<td>Dropout rate</td>
<td>0.2</td>
</tr>
<tr>
<td>Teacher forcing ratio</td>
<td>0.5</td>
</tr>
<tr>
<td>Beam search size</td>
<td>4</td>
</tr>
</tbody>
</table>

5.2. Overall results

We compare the performance of GSCS with five baseline methods, i.e., CODE-NN (Iyer et al., 2016), Dual model (Wei et al., 2019), RNN + ConvGNN (LeClair et al., 2019), Transformer (Ahmad et al., 2020) and Code Transformer (Zügner et al., 2021). CODE-NN is the first approach for code summarization based on neural networks, which encodes code sequence with embedding matrices and applies LSTM to generate summary guided by the attention mechanism. Dual model uses two independent attention-based seq2seq neural networks to pretrain CS and CG, and then trains them jointly by adding a regularization term utilizing the dual constraints to the loss function. RNN + ConvGNN introduces additional 2-layer ConvGNNs to encode the tree structure of the code snippets and uses a dense layer to generate the summary sequence. Transformer implements parallel encoding embedded tokens and optimizes the CS model by introducing the copy mechanism and relative positions. Code Transformer uses relative distances instead of absolute positions in the attention computation and learns jointly from the structure and context of programs while only relying on language-agnostic features. For CODE-NN, we customize the identifier replacement rules for Java, as it was originally designed for SQL and C#. For Dual model, to reduce the time cost we expand the iteration interval of model validation originally designed for SQL and C#. For Transformer, for further comparison. Particularly, we study the impact of code length, summary length, and AST size on the performance of the selected models. Fig. 5 shows the average BLEU-4 scores on GSCS, RNN + ConvGNN and Transformer when varying code length, summary length, and AST sizes (including AST length, depth and width). It shows that, compared with Transformer and GSCS, RNN + ConvGNN has a large performance gap. However, by observing the performance trend in the five figures, we can find that the gap is narrowing with the growth of the code length, the summary lengths, or the AST lengths. In addition, according to the average BLEU-4 scores on the code, summary and AST of different lengths, we observe that GSCS performs considerably better when the source code has a relatively long length. This indicates that RNN-based model may comprehend code snippets better on long sequences than the Transformer architecture. Note that the depth represents the max depth of an AST and the width measures the maximum number of children in an AST, both of which measure the complexity of a code snippet. The statistics in Figs. 5(d) and 5(e) show that, in contrast to RNN + ConvGNN and Transformer, GSCS enables code summarization to comprehend the inner representations of Java methods with complex structures better.

5.3. Ablation study

In the ablation experiment, we aim to identify the components which contribute most to the performance of GSCS. To this end, we train four models: RNN is the basic Seq2Seq model that applies a single-layer BiGRU to build a language model on code sequence and generates natural language summaries with GRU guided by the attention mechanism. RNN_EM introduces embedding, which uses the combination of the transformed embedding layer and BiGRU as the semantic encoder output.

Table 5 shows the experimental results. We can see that adding the transformed embedding layer is more effective than applying a single BiGRU when encoding the code tokens. Furthermore, we tested another model which simply encoded code tokens using a single embedding layer (without BiGRU) which achieved lower BLEU-4 scores. These results suggest that the combination of (transformed) embedding layer and BiGRU is the best option, as intuitively they can eliminate the impact on the absolute location information of the code sequence, and alleviate the long dependence problem of RNN.

Based on the basic Seq2Seq model, RNN_GAT adds GAT to build the structural encoder on tokenized AST and combines the semantic encoder with the structural encoder by a shared attention mechanism. The result shows that GAT improves the performance of the code summarization model, indicating the availability of the stacking GALs. Specifically, compared with the Seq2Seq model, the BLEU-4 score increases from 44.39 to 45.37 on the Hu Dataset from 27.42 to 28.78 on the LeClair Dataset and from 14.97 to 15.68 on the Husain dataset. This also illustrates that the supplement of structure information can optimize the code summarization model. Naturally, GSCS combining the two components further enhances our model’s performance.

To analyze the advantages of GSCS, we select the best two baseline models of code summarization, i.e., RNN + ConvGNN and Transformer, for further comparison. Particularly, we study the impact of code length, summary length, and AST size on the performance of the selected models. Fig. 5 shows the average BLEU-4 scores on GSCS, RNN + ConvGNN and Transformer when varying code length, summary length, and AST sizes (including AST length, depth and width). It shows that, compared with Transformer and GSCS, RNN + ConvGNN has a large performance gap. However, by observing the performance trend in the five figures, we can find that the gap is narrowing with the growth of the code length, the summary lengths, or the AST lengths. In addition, according to the average BLEU-4 scores on the code, summary and AST of different lengths, we observe that GSCS performs considerably better when the source code has a relatively long length. This indicates that RNN-based model may comprehend code snippets better on long sequences than the Transformer architecture. Note that the depth represents the max depth of an AST and the width measures the maximum number of children in an AST, both of which measure the complexity of a code snippet. The statistics in Figs. 5(d) and 5(e) show that, in contrast to RNN + ConvGNN and Transformer, GSCS enables code summarization to comprehend the inner representations of Java methods with complex structures better.
Table 4
Comparison of GSCS with the baselines: CODE-NN, Dual Model, RNN+ConvGNN, Transformer, Code Transformer and Seq2Seq.

<table>
<thead>
<tr>
<th>Method</th>
<th>Hu dataset</th>
<th>LeClair dataset</th>
<th>Husain dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU-4</td>
<td>METEOR</td>
<td>ROUGE-L</td>
</tr>
<tr>
<td>CODE-NN</td>
<td>27.60</td>
<td>12.61</td>
<td>41.10</td>
</tr>
<tr>
<td>Dual model</td>
<td>42.39</td>
<td>25.77</td>
<td>53.61</td>
</tr>
<tr>
<td>RNN+ConvGNN</td>
<td>42.24</td>
<td>26.28</td>
<td>50.71</td>
</tr>
<tr>
<td>Transformer</td>
<td>44.58</td>
<td>26.43</td>
<td>54.76</td>
</tr>
<tr>
<td>Code transformer</td>
<td>39.01</td>
<td>20.70</td>
<td>41.07</td>
</tr>
<tr>
<td>Seq2Seq</td>
<td>44.39</td>
<td>27.94</td>
<td>54.37</td>
</tr>
<tr>
<td>GSCS</td>
<td><strong>46.35</strong></td>
<td><strong>29.19</strong></td>
<td><strong>54.98</strong></td>
</tr>
</tbody>
</table>

Table 5
Ablation study on our model. EM represents a transformed embedding layer.

<table>
<thead>
<tr>
<th>Method</th>
<th>EM</th>
<th>GAT</th>
<th>Hu dataset</th>
<th>LeClair dataset</th>
<th>Husain dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>BLEU-4</td>
<td>METEOR</td>
<td>ROUGE-L</td>
</tr>
<tr>
<td>RNN</td>
<td>-</td>
<td>-</td>
<td>44.39</td>
<td>27.94</td>
<td>54.37</td>
</tr>
<tr>
<td>RNN, EM</td>
<td>✓</td>
<td>-</td>
<td>45.37</td>
<td>28.26</td>
<td>54.28</td>
</tr>
<tr>
<td>RNN, GAT</td>
<td>-</td>
<td>✓</td>
<td>45.74</td>
<td>28.91</td>
<td>54.57</td>
</tr>
<tr>
<td>GSCS</td>
<td>✓</td>
<td>✓</td>
<td><strong>46.35</strong></td>
<td><strong>29.19</strong></td>
<td><strong>54.98</strong></td>
</tr>
</tbody>
</table>

Fig. 5. The average BLEU-4 scores (standardized with a range from 0.3 to 0.6) for RNN+ConvGNN, Transformer, and GSCS as a function of code (a), and summary length (b) as well as AST length (c), depth (d), and width (e). We observe that the performance gap narrows as these metrics increase, however, we also observe GSCS consistently performing well at high values.
Figs. 6(a) and 6(c) illustrate that RNN_EM mainly improves the result of short sequences whereas RNN_GAT contributes more to long code snippets, which indicates that the transformed embedding layer in our model mainly improves code summarization on the source code with simple structures. Comparing the gray dotted line with the blue solid line in Figs. 6(d) and 6(e), we find that RNN_GAT advances the accuracy of the summaries better than RNN_EM, especially when the AST is deeper or wider.

6. Threats to validity

**Internal Validity.** We study the internal threats from dimension setting, data shuffling and data filtering. As discussed in Section 5.2, in the code summarization task, the setting of dimensions has a significant impact on the final results. To eliminate this effect, we conduct several experiments on different dimensions from 256 to 640 with a separation of 128, and find that the improvement tends to fatten out when the dimension reaches a threshold. Thus, when comparing with baselines, we select the results of the corresponding dimension for comparison. Specifically, the dimension size setting in Transformer and Dual model is 512 while RNN+ConvGNN is 256. In addition, shuffle is employed to avoid the impact of data input order on network training. We do so because data in the LeClair dataset are ordered according to projects, and large amounts of Java methods with similar functions or structures gather in a region. Experimental results show that whether shuffling data or not affects the performance of the Seq2Seq model around 2 percent. Another threat originates from data filtering. GSCS requires that the source code can be parsed into ASTs to extract structure information. However, some data in the LeClair dataset fail to generate ASTs through the
javalang library. To address this concern, we cut off these data pairs, which account for less than 1%. We also conduct contrastive experiments with baselines and ablation study based on the filtered dataset, to guarantee consistency.

**External Validity.** External validity can be illustrated by the generalizability and scalability of an approach. Experiments demonstrate that GSCS is superior to all baselines in terms of multiple evaluation metrics on three different Java datasets. Even if the two datasets are both extracted from the open-source platform, their quality and processing methods are different which, to a great extent, reflects the universality of our method. In addition, our approach is only experimented on Java methods to generate corresponding summaries. However, we believe it can be extended in a rather straightforward manner to other programming languages that can parse into ASTs with merely minor adaptation.

7. Conclusion

In this paper, we presented a novel approach, GSCS, to generate summaries for Java methods, which combines text features with structure information of code snippets. GSCS splits terminal nodes of the AST and treats the tokenized AST as an undirected graph. The tokenized code sequence and split-ASTs are respectively fed to two different encoders, namely, one is composed of an embedding layer and BiGRU, and the other one uses multiple graph attention layers jointed with a BiGRU. We demonstrate that stacking graph attention layers enables the model to extract useful node features, which is beneficial to source code summarization. Experiments over three public datasets show that GSCS outperforms the state-of-the-art approaches by a large margin. For future work, we plan to extend our approach and experiments to other programming languages. Further studies are required to improve the performance of code summarization based on, for example, an effective fusion of local and global structures of code snippets.
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