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Timing side-channel attacks exploit secret-dependent execution time to fully or partially recover secrets of
cryptographic implementations, posing a severe threat to software security. Constant-time programming
discipline is an effective software-based countermeasure against timing side-channel attacks, but developing
constant-time implementations turns out to be challenging and error-prone. Current verification approach-
es/tools suffer from scalability and precision issues when applied to production software in practice. In this
paper, we put forward practical verification approaches based on a novel synergy of taint analysis and safety
verification of self-composed programs. Specifically, we first use an IFDS-based lightweight taint analysis to
prove that a large number of potential (timing) side-channel sources do not actually leak secrets. We then
resort to a precise taint analysis and a safety verification approach to determine whether the remaining
potential side-channel sources can actually leak secrets. These include novel constructions of taint-directed
semi-cross-product of the original program and its Boolean abstraction, and a taint-directed self-composition
of the program. Our approach is implemented as a cross-platform and fully automated tool CT-PROVER.
The experiments confirm its efficiency and effectiveness in verifying real-world benchmarks from modern
cryptographic and SSL/TLS libraries. In particular, CT-PROVER identify new, confirmed vulnerabilities of
open-source SSL libraries (e.g., Mbed SSL, BearSSL) and significantly outperforms the state-of-the-art tools.
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1 INTRODUCTION

The security of contemporary software systems and communication heavily depends upon cryp-
tographic implementations, which are the main focus of the current paper. Timing side-channel
attacks [30, 54] can exploit secret-dependent execution time to fully or partially recover secrets
even remotely, thus posing a severe threat to software security. Over the past few years, numerous
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timing side-channel vulnerabilities have been discovered, allowing adversaries to deduce secrets
with very few trials. Notorious examples include the Lucky 13 attack that can remotely recover
plaintext from the CBC-mode encryption in TLS and DTLS (due to an unbalanced branching
statement [9]), and Brumley and Boneh’s remote private key recovery attack against the sliding
window exponentiation of the RSA decryption in OpenSSL [30, 31]. It is vital to implement effective
countermeasures to protect cryptographic implementations.

There are different means to mitigate the risk of timing side-channels, for instance, via security-
aware system (e.g., [56]) and architecture (e.g., [39]). A more effective approach is to come up with
better software implementation to eliminate the root cause. Currently, there are two prevailing
countermeasures, i.e., constant-time and time-balancing programming disciplines. The former
requires that control flow and memory-access patterns of an implementation are independent of
the secrets; the latter requires the execution time to be negligibly influenced by secrets which can
be considered as a tradeoff between security and enforceability. Both countermeasures have been
adopted in open-source cryptographic and SSL/TLS libraries such as NaCl [24], BearSSL [61], Mbed
TLS [72], s2n-tls [16], and OpenSSL [4]. Writing constant-time or time-balancing implementations
requires the use of low-level programming languages or compiler knowledge, and developers
usually need to deviate from standard programming practices. Furthermore, their correctness
depends on global properties across pairs of executions, hence is difficult to reason about. For
instance, even though two protections against Lucky 13 were implemented in s2n-tls, the Lucky
microseconds attack, a variant of Lucky 13, can remotely and completely recover plaintext from
the CBC-mode cipher suites in s2n-tls, resulting in a complete recovery of HTTP session cookies
and user credentials such as BasicAuth passwords [8]. Alas, timing side-channel attacks remain a
live threat for cryptographic libraries after their discovery over 25 years ago [83], and it is essential
to develop automated reasoning tools for formally verifying these countermeasures.

In this paper, we focus on the constant-time programming discipline as it represents a more
fundamental solution and is more challenging to tackle. Numerous verification approaches have
been proposed (cf. Section 6). A majority of them leverage (lightweight) static analysis, e.g., abstract
interpretation, type system, taint analysis and (relational) symbolic execution which are sound
(and usually efficient) but incomplete (i.e., false positives may occur or depth of explored paths is
bound). Different from them, the self-composition [11] approach reduces constant-time verification
to safety verification by building a program consisting of two copies of the given program and
verifying whether the values of the low-security (public) variables in the two copies are identical
provided that the public inputs are identical. Self-composition based approaches are sound and
complete in theory, although in practice, the completeness may depend on verification tools to
carry out challenging safety property checking on self-composed programs (cf. Section 5.1 for
concrete examples).

Self-composition based approaches are normally considered as a heavyweight approach which
is not scalable. The primary reason is that they need to deal with a self-composed program of
quadratic sizes. As a result, many efforts have been made to ease safety verification of self-composed
programs, including self-composition with lockstep execution of loops [68] for k-safety properties;
self-composition with lockstep execution of both loops and branches (called cross-product) [11]
for constant-time properties; type-directed self-composition [71] and lazy self-composition [81]
for proving information flow properties. The commonality of these approaches is to simplify self-
composed programs, reduce the number of safety checks, and/or keep variables from the two copies
near each other.

Despite these efforts, a noticeable gap exists in verifying constant-time countermeasures in
software engineering practice. To the best of our knowledge, ct-verif [11] is the only publicly
available self-composition based tool that is being actively deployed in the continuous integration
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of Amazon’s s2n-tls library [67], but is significantly less efficient than lightweight static analysis
approaches (e.g., taint analysis and type system), and often fails to prove constant-time implemen-
tations (cf. Section 5). In summary, the current status is that the user either chooses an incomplete
approach but needs to tackle false positives, or chooses a (relatively) complete approach which is
costly and may fail on a number of occasions.

The main purpose of the current paper is to make the self-composition based approaches scalable
so they can be used to handle the verification of constant-time cryptographic implementations at
the industry level. Our strategy towards both completeness and scalability is to take a stratified
approach. Technically, starting from potential timing side-channel sources which can be identified
straightforwardly (cf. Section 2.2), we devise two different taint analyses and a taint-directed cross-
product, and gradually integrate them to resolve these potential sources, i.e., to determine whether
they can actually cause information leakage.

The first taint analysis (cf. Section 4.1) leverages the inter-procedural, finite, distributive, subset
framework (IFDS [64]), which is accelerated by propagating the data-flow facts sparsely [60]. This
taint analysis is flow-, field- and context-sensitive, but path- and index-insensitive. It is often able
to efficiently prove that a large number of potential (timing) side-channel sources do not actually
leak secrets, leaving a relatively small number of them unresolved to the next step.

The second taint analysis (cf. Section 4.2) uses a novel taint-directed semi-cross-product, which
reduces the flow-, context-, path-, field- and index-sensitive taint analysis problem to checking
safety properties of the cross-product of the given program and its Boolean abstraction. The
Boolean abstraction is used to track the required information flow from the secrets. This precise
taint analysis would be able to further resolve many remaining potential side-channel sources. It is
worth noting that our cross-product is taint-directed, namely, it is based on the taint information
from the first taint analysis, which greatly reduces the number of safety checks and simplifies the
product program, hence improving the verification efficiency.

Finally, to resolve the remaining (usually few) potential side-channel sources, we propose a
taint-directed cross-product (cf. Section 4.3), which reduces the constant-time security problem to
the safety problem of the cross-product of the program where taint information is also used to
reduce the number of safety checks and simplify the cross-product program.

We implement our approaches as a fully automated, cross-platform tool CT-PROVER for verifying
(optimized) LLVM IR implementations. To evaluate CT-PROVER, we collect 87 real-world implemen-
tations from modern cryptographic and SSL/TLS libraries, as well as fixed-point arithmetic libraries.
These benchmarks include cryptographic utilities, arithmetic operations, public and private key
cryptography, and algorithms for encryption, decryption, message authentication code, and dig-
ital signature. The experiment results confirm the effectiveness and efficiency of our approach.
In particular, CT-PROVER (dis)proves all the (non-)constant-time implementations and find new
vulnerabilities in open-source libraries Mbed SSL and BearSSL, and is typically significantly faster
than state-of-the-art tools.

In summary, we make the following main contributions:

e We provide a novel synergy of taint analysis and self-composition, improving the efficiency
and scalability of verification of constant-time cryptographic implementations;

e We develop a fully automated tool to support the verification for production software at the
industrial level;

e We conduct an extensive evaluation on a large set of real-world programs, and identify new,
confirmed timing side-channel vulnerabilities of open-source SSL libraries.

Outline. Section 2 presents the background of the work, including the WHILE language and basics
of constant-time security. Section 3 gives motivating examples and an overview of our approach.
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Expressions: e == n|x|e Oex|x[y]

skip | x:=e | x[y] :=z | asserte|assumee | p; p | while x do p od
if x then p; else po fi | x1, -, xm == f(y1," - ,Yn)

def f(xy, -+, xn){p; returnyy, -+, ym: }

fn*

Statements: p

Procedures:  fn

Programs: P

Fig. 1. The syntax of WHILE.

Section 4 presents the details of our approaches. Section 5 reports the experiment results. Section 6
discusses the related work. The paper is concluded in Section 7.

2 PRELIMINARIES

Our constant-time verification tool works over programs in LLVM intermediate representation (IR).
There are three main reasons: (1) LLVM IR is a low-level architecture-independent language so
verification can be performed on optimized LLVM IR programs, (2) it is more convenient to verify
and debug LLVM IR programs than binary executables, and (3) the verified compiler CompCert offers
constant-time preserving compilation [22] and Binsec/Rel [36, 38] offers bug-finding and bounded
verification for binary executables. However, for clarity, we use the WHILE language enriched with
arrays, assert/assume statements and procedures, to define the notion of constant-time security
and formalize our verification approach.

2.1 The WHiLE Language

Syntax. The syntax of the WHILE language is given in Figure 1. A WHILE program consists of
a sequence of procedures, one of which is the main procedure as the entry of the program. A
procedure contains a sequence of formal arguments and a sequence of statements followed by a
return statement. Note that in our WHILE language, the return statement can return a tuple of
values which is required for constructing cross-products. For each procedure f, we denote by X
the set of variables used by f, including its formal arguments.

Statements include skip statements, assert and assume statements, sequential statements,
if-then-else and while-do statements, assignments, and procedure calls. As in ct-verif [11], we
include the assert and assume statements to simplify the reduction to safety checking. We assume
that each statement is annotated by a distinct label ¢. Expressions include constants, variables,
arithmetic operations and array accesses. We use © to range over binary operators which are
deterministic and side-effect free. (Unary operators can be defined similarly and are not presented
here.) W.lo.g., We assume that WHILE programs are given in the single-static assignment (SSA)
form, array-read x[y] cannot be used as sub-expressions and all identifies in a program are distinct.

Semantics. Fix a WHILE program P. Let X be the set of variables of P, L € X U (X x N) be the set
of locations comprising scalar variables and pairs (x, i) of array variables x and indices i, and V be
the set of possible values of variables. A state s : L — V is a mapping from locations [ to values
s(1), namely, it maps variables x (resp. array elements x[i]) to values s(x) (resp. s(x, i)). An initial
state sy is a mapping that only gives the values of the input variables of P, i.e., the parameters of
the main procedure. The update of a state s is written as s[/ > n]. We define L as a distinguished
error state at which the execution of the program is disabled. We denote by s(e) the value of the
expression e in the state s, i.e.,, s(n) = n, s(e; © e2) = s(e1) © s(ey), and s(x[y]) = s(x, s(y)).

A configuration c is a pair (s, p) consisting of a state s and a statement p to be executed. An
initial configuration cy is a pair (so, p) such that s, is an initial state and p is the statement of the
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s’ =s[x > s(e)] s =5[(x,5(y)) = s(2)]
ASSIGN ASSIGNy
(s,x =€) — (s, skip) (s, x[y] == z) — (', skip)
(s,p1) = (s’ p)
- SkIP T,
(s, skip; p) — (s, p) (s, p13p2) = (s', pls p2)
s = (s(e) =true?s: 1) s(e) = true
ASSERT ASSUME
(s,assert e) — (s’,skip) (s, assume e) — (s, skip)
s(x) = false s(x) = true
- - WHILE - - WHILE;
(s,while x do p od) — (s, skip) (s,while x do p od) — (s, p;while x do p od)
s(x) = false s(x) = true
IFf Ir,;

(s,if x then p; else py fi) — (s, p2)
def f(xf,---,xp){p; returnyy, -+, ym;}  sin = s[x; = s(z1)] - [x, = s(zn)]
<sinxp>_’*<sout’ 5kip> Sret = S[xl [and Sout(yl)] e ‘S[Xm = sout(ym)]

(8, X1, s Xm = f(21,- -+ ,Zn)) = {Sin, p) and (Sout, return yy, - -+, ym;) — (sret, skip)

(s,if x then p; else p, fi) — (s,p1)

CALL-RET

Fig. 2. The operational semantics of the WHILE program.

main procedure excluding the ending return statement. The semantics of the program P is defined
as a transition relation c—c¢’ between two configurations. We denote by —* the reflexive and
transitive closure of the relation —. The transition relation c—c¢’ is given in Figure 2. For the sake
of simplicity, array bounds are not checked in our semantics, and we assume that they are checked
by using assert statements, thus executions are stuck on the error state when indices are out of
the range of the array.

An execution p of the program P is a sequence of configurations cgc; - - - ¢, such that ¢ is an
initial configuration and ¢;—c;4 for every 0 < i < n. An execution p is safe if it does not stick on a
configuration (L, -) with the error state L, and is complete if it ends with a configuration (-, skip).
The program P is safe if all the executions are safe. We remark that in this work, we assume that
programs always terminate (i.e., either complete or stick on), because we focus on cryptographic
implementations. Termination can be checked by tools, e.g., CPAchecker [25] and T2 [29].

2.2 Constant-Time Security

In practice, execution time variations can create timing side-channel in various forms: (1) unbalanced
branching statements may expose the information of the branching condition, (2) non-constant loops
may expose the information of the loop condition, (3) memory access patterns (cache hits and misses)
may expose the information of the memory address (i.e., indices of arrays in the WHILE programs)
accessed in load and store instructions, (4) time-variant instructions (e.g., integer divisions) in some
architectures may expose the information of operands, and (5) micro-architectural features (e.g.,
Spectre [53] and Meltdown [57]) may break conventional constant-time guarantees. In this work, we
consider the first three timing side-channels and use the common leakage model [11, 26, 36, 83] to
characterize constant-time security. (The last two timing side-channels are not considered because
they are architecture-dependent while we consider LLVM IR which is architecture-independent.)
Note that our methodology is generic and could be adapted to handle the fourth timing side-
channel by listing all the timing-sensitive operations [11]. Detection, verification and mitigation
techniques of the fifth type of timing side-channels have been studied (cf. [33] for a survey), most
of which assume that programs are constant-time without micro-architectural features, and thus
are orthogonal to our work.
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Definition 2.1 (Constant-time Leakage Model). Given a configuration ¢ = (s, p) such thats # L,
the observation O(c) is defined as follows.

(1) if p is a branching statement if x then p; else p, fi, then O(c) = s(x), namely, the value
of the branching condition x is observable to the adversary;

(2) if p is a loop statement while x do p’ od, then O(c) = s(x), namely, the value of the loop
condition x is observable to the adversary;

(3) if p is an assignment z := y[x], then O(c) = s(x), namely, the value of the index x in the load
instruction is observable to the adversary;

(4) if p is an assignment y[x] := z, then O(c) = s(x), namely, the value of the index x in the
store instruction is observable to the adversary,

(5) if p is an sequential statement p;; p2, then O(c) = O((s, p1)), namely, only the executing
instruction p; is considered (Note that p, will be considered in a subsequent configuration);

(6) otherwise O(c) = €, where € denotes an empty observation.

For each statement p with label £ (denoted by ¢ : p) as per Definition 2.1(1)-(4) where x is the
operand or condition, (£, x) is called a potential (timing) side-channel source. Intuitively, the value
of x at label ¢ is observable to the adversary.

An execution p = ¢ - - - ¢, yields the observation O(p) = O(cy) - - - O(cp,). Two executions p; and
p2 are indistinguishable (to the adversary with respect to the leakage model O) if O(p1) = O(p2). It
is easy to see that two indistinguishable executions p; and p; must have the same control flow,
i.e., they execute the same conditional branches and iterations of loops, thus the sequences of
executed statements are the same. This observation is utilized to define cross-product [11], i.e.,
self-composition with lockstep execution of both loops and branches, namely, the copies share the
same control flow.

Given a program P, we assume that the input variables X" C Xpain are partitioned into public
input variables X;” and secret input variables XZ". These sets are to be annotated by users. (For
the sake of presentation, an input array variable should be annotated by either public or secret,
meaning that all the elements of the array are public or secret.) In our implementation, we provide
API wrappers to precisely annotate elements of input arrays and fields of input structures. The
adversary knows the implementation details of the program and has access to the values of public
input variables at runtime, but does not have any direct access to the values of other variables. The
goal of the adversary is to infer the information of secret input variables by analyzing observations
from executions.

Given a set of variables X C X, two states s; and s, are X-equivalent, written as s; ~x sj, if for
every scale variable x € X, s;(x) = sz(x) and for every array variable x € X and possible index
i €N, s1(x,i) = sy(x,i). Two configurations c¢; and ¢, are X-equivalent, written as ¢; ~x cz, if
their states are X-equivalent. For a pair of executions p = cyc; -+ cp and p’ = cyef - ¢, p =x p’
denotes that for every 0 < i < min(n,n’), ¢; ~x c].

Definition 2.2 (Constant-time Security [11]). A safe program P is (constant-time) secure if for any

pair of complete executions p = coc1 -+ ¢, and p’ = cje; -+ - ¢y,

(co =xim ) = O(p) = O(p").

Intuitively, the safe program P is secure if, for any pair of complete executions that have the
same public input values (i.e., the values of public input variables), their observations are the same,
meaning that secret inputs are not distinguishable from the observations. Otherwise, there must
exist a side-channel source (¢, x), namely, the values of the variable x at label ¢ differ between
two configurations c; and c; for some i. Thus, a potential timing side-channel source (£, x) does
not necessarily leak the secrets (i.e., x is secret-independent), but leaks the secrets when x is
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1luint64_t fixfrac(charx frac) {

2 uint64_t powl@_LUT[20] = {©0x1999999999999999, ...,0x00000000000000003};
3 uint64_t powl@_LUT_extral20] = {0x99, ..., 0x2f};

4 uint64_t result = 0; uint64_t extra = 0;

5 for(int i = 0; i < 20; i++) {

6 if(fracfi] == '"\@') { break; 3}

7 uint8_t digit = (fracl[i] - (uint8_t) '0');

8 result += ((uint64_t) digit) * powl@_LUT[i];

9 extra += ((uint64_t) digit) * powl@_LUT_extralil;
10 }

11 R

Fig. 3. Fragment of the function fixfrac taken from the libfixedtimefixedpoint library.

secret-dependent. The security of unsafe programs is undefined, because they are stuck in the error
state. (Note that the safety of a program can be verified using standard verification techniques and
tools, e.g., SMACK [63].)

Standard library functions malloc, free, memcpy and memset may be used in cryptographic
implementations. To handle them, following [11], we assume that the address and the length used
in those functions are observable to the adversary, and the return of free is secret-independent.

3 MOTIVATION AND OVERVIEW

In this section, we present two motivating examples and an overview of our approach.

3.1 Motivating Examples

Example 1. Figure 3 shows a fragment of the function fixfrac, a fixed-point numeric operation
provided by the library libfixedtimefixedpoint [13]. Given a digit string frac whose length is no
more than 20, it computes a 64-bit number which corresponds to

atoi(frac + padding)/10%°) % 2%

where frac+padding is a digit string obtained from frac by padding some 0’s such that the length
is 20, and atoi coverts a digit string into the corresponding integer. The function fixfrac is
invoked by the function fix_pow(x, y) which computes x¥ over the fixed-point numbers x and y.

There are five potential side-channel sources in this code snippet, i.e., (6, frac[i] ==\0"), (6, 1),
(7,1), (8,1) and (9, i). We can observe that i is secret-independent, thus the last four pairs are not
side-channel sources. However, it is non-trivial to determine the first potential side-channel source
(6, frac[i] ==\0") . If it is, the information of the secret inputs x and y can be inferred by the
adversary via timing side-channels.

This example cannot be proved by the self-composition based approach ct-verif [11] unless the
loop is unrolled or the following loop invariant is added:

Fiax - 0 < i < imax < 20 A frac [igax] == 0 A V.0 < j < iay = public(frac[j]).

However, loops may be not statically bounded and providing such loop invariants manually is
non-trivial, which means that in practice, the self-composition based approach is not fully automatic.
In contrast, taint analysis is useful here. Indeed, frac is secret-independent.

Example 2. Figure 4 shows a simplified fragment of the function crypto_stream_chacha2@_ref
taken from the libsodium library, a portable, cross-compilable and installable fork of NaCl with an
extended API to improve usability. This function implements the ChaCha20 stream cipher [23].
In the fragment of crypto_stream_chacha2@_ref, variable ¢ points to a plaintext to be en-
crypted, clen is the length of the plaintext, n points to an initialization vector, and k points to a
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46:8 Luwei Cai, Fu Song, and Taolue Chen

int crypto_stream_chacha2@_ref (unsigned char =*c,
const unsigned char =*n,

1 unsigned long long clen,
2 const unsigned char xk){
3 uint32_t ctx[16];

4 chacha_keysetup(ctx, k); // store k from ctx[@] to ctx[11];

5 chacha_ivsetup(ctx, n, NULL); // store IV and counter into the rest;

6 chacha_encrypt_bytes(ctx, c, c, clen);

7| }

8| static void chacha_encrypt_bytes(uint32_t *x, const u8 *m,

9 unsigned long long bytes){

u8 *c,

10 j12 = x[12]1;
11 if ('312) (...}
12 }

Fig. 4. Simplified fragment of the function crypto_stream_chacha20_ref taken from the libsodium library.

A
=
Annotated
C program

Clang —{ Pre-analysis

Lightweight

—

taint analysis

Precise
taint analysis

Taint-directed
self-composition
verification

?
.

Result

Fig. 5. Overview of our approach

private key. The key k is stored at the first 12 positions of the buffer ctx, the initialization vector
and a counter (initialized as NULL) are stored at the rest 4 positions of the buffer ctx.

There is one potential side-channel sources in this simplified fragment, i.e., (11,!j12). It is
non-trivial to determine this potential side-channel source, as the value of j12 is x[12] while the
buffer x contains the secret key k. If it is, the information of the secret key k can be inferred by the
adversary via timing side-channels.

This example cannot be proved by an index-insensitive taint analysis, because ctx contains
both secret-dependent and secret-independent contents, namely, ctx[0-11] and ctx[12-15].
Any index-insensitive taint analysis will conservatively taint the whole buffer. In contrast, an
index-sensitive taint analysis (e.g., our precise taint analysis) would work in this example.

These examples reveal that static analysis (e.g., taint analysis) and self-composition based ap-
proaches may have complementary strengths even without efficiency considerations. Our method
precisely takes advantage of their respective strength for which we provide an overview below.

3.2 Approach Overview

An overview of our approach is shown in Figure 5. In general, for a given annotated C program, the
tool either outputs proved, suggesting that the program is secure, or outputs (potential) side-channel
sources and corresponding execution traces for vulnerability localization and repair.

Our approach works as follows. First, the input program is translated into LLVM intermediate
representation (IR) with annotations using Clang, the front-end of LLVM. Second, we compute the
call graph, interprocedural control-flow graph, points-to information and definition-use chains
required by the subsequent steps via a pre-analysis. Third, a lightweight taint analysis (cf. Section 4.1)
is performed by leveraging the inter-procedural, finite, distributive, subset (IFDS) framework [64].
Often it is able to determine a large number of potential side-channel sources, leaving few potential
side-channel sources unresolved. Finally, we resort to a precise taint analysis (cf. Section 4.2) and
a taint-directed self-composition verification (cf. Section 4.3) to resolve the left-over potential
side-channel sources. The precise taint analysis reduces the flow-, context-, path-, field- and index-
sensitive taint analysis problem to checking safety properties of a cross-product of the given
program and its Boolean abstraction which tracks the required information flow from the secrets.
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T'=(yeT?TU{x}:T\{x}) T’ =(var(e) NT#0?TU{x}: T\ {x})

T-ASSIGN] T-ASSIGN3
x=y[z] F T > T x=e+tT—>T
T'=(zeT?TU{x}:T) p is skip or assert e or assume e

T-AssIGN, T-IDENTITY

xlyl =2+ T—>T prT—T
prtFT—>T  po+bTh—>T T =1fp(p,T)
T-SEQ - T-WHILE
pupeF T =T whilexdopod+T — T’

prFT—>T prT—>T,

T-I
if x thenpyelsep, fir T > T UT, )
def flxf, -+ xp){p; returnys, -+ ym; } Tin=(T\XpU{x; |1<i<nAzeT}
caller=g prTin—=>Tour T =(T\{xp," X} UTout \XrU{x; |1 <i<mAy; € Tout}
T-CALL-RET

X1, Xm = f(z1,  zZ) F T > T

Fig. 6. Taint inference rules for the WHILE language.

The taint-directed self-composition consists of two copies of the original program which is a new
variant of self-composition. Remarkably, the taint information is utilized in both cross-product
constructions to simplify the resulting program and reduce the cost of safety checks. By combining
lightweight taint analysis and heavyweight safety verification, the overall approach brings the best
of three worlds: efficiency, soundness and theoretical completeness.

Consider the motivating examples. The lightweight taint analysis is able to prove that all the
five potential side-channel sources in Example 1 actually do not leak secrets, so the next two
steps are not needed. In Example 2, the lightweight taint analysis fails to determine the potential
side-channel source (11,!j12), thus the subsequent analyses have to check (11,!j12), which can
be resolved by the precise taint analysis. (The final step is thus not needed.) We remark that the
precise taint analysis may fail to prove some constant-time implementations meaning that it is
sound but incomplete. For instance, when the secret k is involved in the computation of a potential
timing side-channel source x (e.g., x = k @ p ® k where & is Exclusive-OR), and the value of x is
independent upon the secret k, the precise taint analysis will raise a false positive.

4 METHODOLOGY

In this section, we present the details of the three key components, i.e., lightweight taint analysis,
precise taint analysis and taint-directed self-composition.

4.1 Lightweight Taint Analysis

In this subsection, we present a lightweight taint analysis which is designed to be flow-, field- and
context-sensitive, but path-and index-insensitive, for a balance of efficiency and precision. Often it
is able to prove that a large number of potential side-channel sources do not leak secrets, leaving
few potential side-channel sources unresolved.

Taint source. Fix a safe program P. The taint source is the set XZ” of its secret input variables, each
of which is a taint fact. We remark that although our implementation supports the element-wise
annotation of input array variables, this taint analysis is index-insensitive. Thus, if any element of
an input array variable is annotated by secret, the array variable is regarded as secret, i.e., all the
elements of the array are tainted.

Taint inference rule. The taint inference rule is given by the transfer function of the form

prT — T,
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where p is a statement, T and T’ are sets of taint facts. The transfer function p + T < T’ means
that the execution of the statement p with the set of taint facts T results in the set of taint facts 7”.

The taint inference rules of the WHILE language are given in Figure 6, where var(e) denotes the
set of variables involved in the expression e, and 1fp(p, T) is recursively defined as follows:

lfp(p,T)z{ T, ’ 1fpr—T.=—>T, ,
TUlfp(p,T’), otherwise, where p+T — T’.

These rules are standard, which, intuitively, propagate taints from the right-hand side variables
to the left-hand side variable. For example, rule [T-AssiGN;] expresses that if the array y is tainted,
then the loaded array element is tainted. Rule [T-AssIGN,] expresses that if a tainted value is stored
in an array, then the array is tainted. (Recall that our taint analysis is index-insensitive.) Rule
[T-AssigNs] expresses that if any involved variable of an expression e is tainted, then the result
of the expression e is also tainted. Note that if the left-hand side is a scalar variable (i.e., rules
[T-AssioNg] and [T-AssiGN3]), we perform a strong update. Rule [T-WHILE] computes the least
fixed point by applying the operator 1fp which always terminates, because the sequence of sets of
taint facts during 1fp(p, T) is ascending w.r.t. the order C. Rule [T-CaLL-RET] is much involved.
The set Tin of input taint facts at the call-site is obtained by passing actual arguments of the caller
g to the formal parameters of the callee f after filtering out the taint facts of the local variables X,
of the caller g. The body p of the callee is analyzed using the set T;, of input taint facts, leading to
the set Toy¢ of output taint facts. The set T,y of output taint facts is merged with the set T of taint
facts at return-site after filtering out the taint facts of the local variables X of the callee f and the
actual return variables are updated accordingly.

IFDS-based taint analysis. We leverage the inter-procedural, finite, distributive, subset (IFDS)
framework to implement the lightweight taint analysis. The time complexity and space complexity
of the vanilla IFDS algorithm are O(|E|- |D|*) and O(|E| - |D|), respectively, where |E| is the number
of edges in the interprocedural control-flow graph and the size |D| of the domain is the number of
all possible taint facts, i.e., |X|. The time complexity will increase sharply with |X| in practice [55]
which is significant for some cryptographic implementations due to the following reasons.

On the one hand, typically, the input of a cryptographic algorithm consists of a key and plaintext;
the key is secret and thus tainted, and the key and plaintext are tightly coupled in the computation.
For instance, the AES algorithm has multiple modes, with the smallest key size being 128 bits (an
array with 16 elements) and the smallest encryption process being 10 rounds each of which has
four transformations. On the other hand, the SSA form introduces a number of temporary variables.
Consequently, a large number of taint facts are propagated during the taint analysis. To mitigate
this issue, inspired by the sparse data-flow analysis [60], we improve the classic IFDS framework
by directly propagating taint facts of scalar variables via data flow instead of control flow. More
specifically, if a scalar variable x is tainted, this taint fact is directly propagated to the statements
where x is used, using the def-use chains. It avoids the propagation of taint facts of scalar variables
for many statements, hence improving efficiency in practice.

Hereafter, for every label ¢ of a statement p, we denote by T; the set of taint facts at label ¢ (i.e.,
before the execution of the statement p), obtained by applying the IFDS-based taint analysis. Since
the IFDS-based taint analysis is sound, it is straightforward to have that

LemmaA 4.1. For any potential side-channel source (¢, x) and pair (co, c;) of initial configurations

such that (cg ~xcin c(’)), if x is not tainted at the label ¢, i.e., x ¢ T;, then the values of x are the same at

’

the label £ in any pair of complete executions p = cocy + - ¢, and p’ = cyc] -+ c;,.
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ProoF skETCH. For a pair of complete executions p = cocq---¢, and p’ = cye; -+ - ¢, with
Co xgin cy» suppose that the values of x are different at the label ¢. It suffices to show that x € T,
i.e., x is tainted at £.

Note that the values of public input variables are the same in the initial configurations ¢, and c;.
We then can deduce that the value of the variable x at the label ¢ depends upon some secret input
variables from XZ’. By the soundness of the IFDS framework [64] and sparse static analysis [60], x

must be tainted at ¢. m]

Obviously, if for each potential side-channel source (£, x), the variable x is not tainted at the
label ¢, we can deduce that the safe program is constant-time secure.

4.2 Precise Taint Analysis via Taint-directed Semi-cross-product

While the lightweight taint analysis is often effective in ruling out a large number of potential
side-channel sources to be genuinely vulnerable, some can still not be determined due to the
over-approximation nature of the static analysis, e.g., index-insensitive. In this subsection, we
propose a precise taint analysis, which reduces the flow-, context-, path-, field- and index-sensitive
taint analysis problem to checking safety properties of a novel cross-product, called taint-directed
semi-cross-product. We shall first explain the intuition and then present the formal construction.

Intuition. Given a program P, we construct a semi-cross-product P’ of the program P and its Boolean
abstraction. Here, ‘semi’ means that one copy in the cross-product P’ is a Boolean abstraction of P
instead of the original one; ‘cross’ means that P’ shares the same control flow of P and executes
statements of two copies in a lockstep manner.

The Boolean abstraction has

e a Boolean variable b, for each scalar variable x in P such that b, = 1 iff x is tainted.
e a Boolean array b, for each array variable x in P such that b, [i] = 1 iff x[i] is tainted.

The precise taint analysis is to determine whether a scalar variable x (resp. an array element
x[i]) is tainted or not. For this purpose, it suffices to check whether there exist inputs to P’ such
that by (resp. by [i]) is 1, which is a standard safety verification problem.

To reduce the cost of safety verification, we incorporate the results from the lightweight taint
analysis into the semi-cross-product P’ based on the following observation. The lightweight taint
analysis is conservative (i.e., intuitively it may overly taint), consequently, a more precise taint
analysis would not taint the variables that have not been tainted by the lightweight taint analysis.
Hence if a variable x has not been tainted by the lightweight taint analysis, its Boolean abstraction
by in the semi-cross-product P’ will always be 0. As a result, when verifying P’, it suffices to
focus exclusively on the variables that have been tainted by the lightweight taint analysis. For the
variables that have not been tainted by the lightweight taint analysis, we can simply assign 0 to
them, which can further improve the efficiency of safety verification.

Product construction. The semi-cross-product P’ for a given program P is constructed by iter-
atively applying the function 7(-) (given in Fig. 7) to each procedure of P. For each procedure,
formal parameters and return variables are duplicated by the function 7(-) using their Boolean
abstractions, and the procedure body p is replaced by 7 (p). Moreover, the Boolean abstractions
of public and secret inputs are respectively initialized by 0 and 1 at the beginning of the main
procedure.

During the construction, £(e) is used to generate the Boolean abstraction of the expression e
that computes the taint value of the result of the expression e. Specifically, if e is a constant n, £(e)
is the Boolean constant 0; if e a variable x, £(e) is the Boolean abstraction of x (i.e., b,); and if e is a
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&n) =0 E(x) = by E(e10er) = E(er) V E(e2)
7(p) = pif pis skip or assert e or assume e w(p1; p2) = m(p1); w(p2)
2(t: xi=e) & x:=¢e by =0 ifvar(e)NT, =0

x:=e; by = &(e) otherwise
Guard ;X = ; = if T,
2(6: x = ylz]) £ uarde(2); x :=y[z]; by :=0 ifyé ‘
Guarde(z); x := y[z]; by :=by[z] otherwise
2(6: x[y] =2) = Guarde(y); x[y] :==z; bxly] :=0 ifz¢ T[.
Guard,(y); x[y] :=z; bx[y] :=b, otherwise
(£ : while x do p od) £ while x@INV do Guardpegin(e)(x); 7(p) od; Guardexit(e) (x)
(¢ : if x then p; else p, fi) = Guard,(x); if x then z(p;) else n(p,) fi
(e, Xm = f(Yn 5 Yn)) = X bxgs 0 X, by, = f(ylrbyw' o ’yn’by")
w(def f(xi, -+, xp){p; returnyy, -+, ym: }) = def f(x1, by, -+, Xn, bx, ) {m(p); returnys, by, -+, Ym, by, }
Guard,(x) £ (x € T; ? assert =b, : skip)

Fig. 7. The taint-directed semi-cross-product of the WHILE programs, where begin(f) and exit(¢) denote
the labels of the beginning and exit of the loop body of the loop at the label ¢.

compound expression e; O ez, £(e) is the disjunction &(e;) V &(e;) of taint values of sub-expressions,
namely, the value of e is tainted if some variable used in e is tainted.

For each statement p with label ¢, 7(p) produces a new statement. If p is a skip or assert
or assume statement, (p) gives p itself, namely, it does not have a Boolean abstraction. If p is
a sequential statement p;; p,, 7(p) gives the sequential statement 7 (p;); 7(p,) by recursively
applying the function 7(-). If p is a standard assignment x := e, n(p) is defined to track the
information flow from the operands of the expression e to the Boolean abstraction by of x if some
operand of e has been tainted by the lightweight taint analysis, otherwise 0.

If p is aload statement x := y[z], 7 (p) gives a sequential statement Guard,(z); x := y[z]; by =0
if y has not been tainted (i.e., y ¢ T;). Otherwise, Guard,(z); x = y[z]; by := by[z] is generated
meaning that by is the same as b, [z]. The auxiliary function Guard,(z) is used to generate an
assert statement to resolve the taint status of the variable z if z has been tainted, because (¢, z)
is a potential side-channel source. If z has not been tainted, the assertion is avoided by replacing
it with a skip statement which can be further removed from the program P’. A store statement
x[y] := z is handled similarly, except that b, = 0 is checked by inserting an assert statement if y
has been tainted (i.e., y € Ty) and b, [y] is updated accordingly.

If p is a while-do statement while x do p od, z(p) inserts an assert statement at the beginning
(resp. exit) of the loop body to ensure that b, = 0 if x has been tainted at the beginning (resp. exit)
of the loop body. Furthermore, to facilitate safety verification, loop invariants INV are inserted.
Currently, we use the following heuristic strategy to generate loop invariants and leave the genera-
tion of more effective loop invariants as future work. For each variable y defined in the loop body,
if it is used to compute the loop condition x, then the predicate —b, is added as a loop invariant.
However, such loop invariants may be invalid in practice. Loop invariants are checked and invalid
ones are removed during safety verification.

If p is an if-then-else statement if x then p; else p, fi, similarly, 7(p) inserts an assert
statement to resolve the taint status of the branching condition x if it has been tainted.

For every potential side-channel source (¢, x) such that x € T, the program P’ must have one or
two assert statements introduced by Guard which checks if b, = 0. By applying a sound safety
verifier, we can check if such assert statements are valid or not. If they are valid, we can deduce
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that (¢, x) is not a side-channel source, thus the variable x can be removed from the set of taint
facts T;. We denote by T; the resulting set of taint facts. It is trivial to see that Lemma 4.1 still holds
when T, is updated by T, for every potential side-channel source (¢, x).

LEMMA 4.2. For any potential side-channel source (£, x) and pair (c, c;) of initial configurations
such that (¢ ~yin cy) ifx & T/, then the values of x are the same at the label £ in any pair of complete
executions p = cocy -+ cp and p’ = cyey -+ cy,.

PRroOF SKETCH. Suppose the values of x are different at the label ¢ in a pair of complete executions
p=cocy---cpand p’ = cye] -+ - ¢y, with ¢g =yin cg. Let by be the Boolean abstraction of x. We show
that the assert statement assert —b, for the potential side-channel source (¢, x) is not valid.

As the values of x are different at £ in p and p’, and the values of public input variables are the
same in the initial configurations ¢ and ¢, we can deduce that the value of x at £ depends upon
some secret input variables from X;'l”. Since the Boolean abstractions of all the secret input variables
are initialized by 1, the Boolean abstraction of each internal variable is set to 0 only if the internal
variable is independent of secret input variables, and Boolean abstractions can only be disjunction,
we conclude that b, is 1 when the semi-cross-product P” takes the inputs from ¢, or c;. O

4.3 Taint-directed Self-composition

The precise taint analysis can resolve potential side-channel sources that were left by the lightweight
taint analysis, but may still fail on some potential side-channel sources. Indeed, it cannot determine
genuine side-channel sources that would leak secrets. Thus, in this subsection, we propose a taint-
directed self-composition which improves the original construction [11] by incorporating the taint
information. Our construction simplifies the self-composed programs and reduces the number of
safety checks. We first describe the intuition and then present the formal construction.

Intuition. Given a program P, we construct a cross-product P of the program P comprising two
copies of P which share the same control flow. One copy is the original program, and the other copy
is referred to as the shadow one which has a shadow variable x for each variable x in P. Typically
we check whether the variable x and its shadow % have the same values when the original and
shadow counterparts of P are provided with the same public inputs but different secret inputs.

To reduce the cost of safety verification, we also incorporate the results from two taint analyses
into P based on the following observation. If a variable x has not been tainted, x and its shadow x
in the product P must have the same values when the public inputs of the two copies are the same.
Therefore, when verifying P, it suffices to focus exclusively on the variables that are still tainted
after two taint analyses. Moreover, for those variables that have not been tainted, we can simply
assign the value of the original variable to the shadow one instead of copying the computation,
which can further improve the efficiency of safety verification.

Product construction. The cross-product P for a given program P is constructed by iteratively
applying the function II(-) (given in Fig. 8) to each procedure of P. Moreover, the shadow counter-
parts of public inputs are initialized by their original ones at the beginning of the main procedure.
For each procedure, I1(-) is defined similar to the function 7(-) in semi-cross-product, where the
Boolean abstractions are replaced by the shadow counterparts.

More specifically, the auxiliary function Z(e) used in defining I1(£ : x := e¢) now generates a
shadow expression that computes the value of expression e over shadow variables. Concretely, if e
is a constant n, Z(e) is the constant n; if e is a variable x, Z(e) is the shadow variable x of x; and if
e is a compound expression e; © ez, Z(e) is E(e1) © E(ey).
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E(n) =n E(x) =% E(e1 @ ez) = E(er) V E(ez)

II(p) = pif p is skip or assert e or assume e II(p1; p2) = U(p1); H(p2)

(s xmylzl) & { OO =yl = iy €T

Guardy(z); x :=y[z]; £ := §[2] otherwise

Guard)(y); =z; X[g] = ifze¢ T/

M(e: x[y] =2) 24 O f(y), x[y] =z ’f“f] Jf[y] ifze¢ ‘
Guardy(y); x[y] =z x[9] =2 otherwise

(e x=e) 2 x:i=e X:=x ifvar(eyNT; =0

x:=e; X :=Z(e) otherwise

II(¢ : while x do p od) £ while x@INV’ do Guard’beginm (x); (p) od; Guardéxit({) (x)

II(¢: if x then p; else p, fi) = Guard)(x); if x then II(p;) else II(p;) fi

O(xy, 5 %m = f(Yn 5 Yn) = XL%0 3 X X = f(YL01 0+ 5 Yns Gn)

TI(def f(x1,- -, x){p; returnyy, -+, ym; }) = def f(x, %1+, xn ) {IL(p); return yi, g1, -+ » Yms Ums }

Guardy(x) = (x € T/ ? assert x = X : skip)

Fig. 8. The taint-directed cross-product of the WHILE programs.

The auxiliary function Guardj(x) for each left potential side-channel source (¢, x) generates an
assert statement to ensure that the variable x and its shadow counterpart have the same value
(i.e., x = x) if x has been tainted. It allows us to resolve the taint status of x.

The duplicated Boolean counterpart b, := 0 (resp. b [y] := 0) is replaced by X := x (resp.
x[g] == x[y]) in (¢ : x := y[z]) (resp. II(£ : x[y] := z)) if x was untainted, otherwise the
right-hand side is copied using the corresponding shadow counterparts.

For each while x do p od, II(p) inserts loop invariants INV. Following [11], for each variable y
defined in the loop body, if it is used to compute the loop condition x, then the predicate y = g is
added as a loop invariant. Similar to the precise taint analysis, such loop invariants are checked
and invalid ones are removed during safety verification.

For every potential side-channel source (¢, x) such that x € T/, the program P must have one or
two assert statements introduced by Guard” which checks if x = £. By invoking safety verifiers,
we can check if such assert statements are valid or not. If they are valid, we can deduce that (¢, x)
is not a side-channel source, thus the variable x can be removed from the set of taint facts T,. We
denote by T; the resulting set of taint facts. It is trivial to see that Lemma 4.1 still holds when T, is
updated by T; for every potential side-channel source (£, x).

LEMMA 4.3. For any potential side-channel source (£, x) and pairs (c, c,) of initial configurations
such that (co in o) ifx & T;, then the values of x are the same at the label £ in any pair of complete

7

executiOnS,D =CoC1 " Cp and p/ = C6C; N Cn

’e

ProorF skeTcH. The correctness of the lemma follows directly from the correctness of the product
construction [11] and Lemmas 4.1—4.2. o

By Lemmas 4.1—4.3, we obtain
THEOREM 4.4. Given a safe program P, if T, = 0 for any potential side-channel source (£,x), P is
constant-time secure.

5 IMPLEMENTATION AND EVALUATION

We implement our approach in a fully automated prototype tool, named CT-PRoOVER. CT-PROVER
leverages the static value-flow analysis framework SVF [69] for pre-analysis (i.e., computing call-
graph, interprocedural-control-flow graph, points-to information and definition-use chains) and
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Phasar [66] for building our lightweight taint analysis. In particular, CT-PROVER leverages points-to
information from SVF to cope with dynamic memory accesses and the recursive implementation of
the IFDS framework in Phasar is rewritten as a worklist-based loop implementation for efficiency
consideration. CT-PROVER utilizes the SMACK toolchain [63] to translate LLVM IR with taint
information into Boogie IR [19] and Bam-Bam-Boogieman [58] to construct product programs
on Boogie IR. The Boogie verifier is used as the underlying safety verification engine. Dynamic
memory accesses in product programs are handled by SMACK and Boogie.

Research questions. We investigate the following research questions:

RQ1. How effective and efficient is CT-PROVER in proving constant-time security?
RQ2. How efficient is CT-PROVER for finding side-channel sources?
RQ3. What are the respective contributions of the three main steps in CT-PROVER?

Benchmark. We collect 87 real-world examples which are implementations from widely used
modern cryptographic and SSL/TLS libraries (e.g., Tongsuo [5], BearSSL [61], Mbed TLS [72],
HACL* [2], FourQlib [59], libsodium [3] and OpenSSL [4]) and (constant-time) implementations
from fixed-point arithmetic library (e.g., libfixedtimefixedpoint [13], curve25519-donna [1], and
MEE-CBC implementations [10]). These benchmarks include cryptographic utilities, arithmetic
operations, public and private key cryptography, and algorithms for encryption, decryption, message
authentication code (MAC), and digital signature. Among 87 examples, 58 are explicitly claimed to
be constant-time by developers.

The statistics of the benchmarks are shown in Table 1, where benchmarks with constant-time
claims are marked by, #Loc shows the number of lines of the analyzed Boogie IR code (similar to
LLVM bitcode [11]), and #Src shows the number of all potential side-channel sources. #Loc ranges
from 28 to 68,502 (667,518 in total) and #Src ranges from 0 to 7,840 (55,060 in total). Interestingly,
we found that 7 (out of 87) benchmarks have no potential side-channel source after being translated
into Boogie IR, indicating that they avoid the use of branching and load/store-related statements.
We include them because they can be used to validate the tool implementation and measure the
verification efficiency, and also because some of them were verified in ct-verif [11].

The experiments were conducted on a machine with Intel Xeon Gold 6342 2.80GHz CPU, 1T
RAM, and Ubuntu 20.04.1. All the benchmarks were compiled with clang-12 -c -emit-11lvm -00
-g -Xclang -disable-00-optnone and opt -mem2reg, the same as ct-verif [11]. In particular,
00 disables optimizations to avoid compiler-introduced leakage, disable-00-optnone disables
the ‘optnone’ pass which affects ‘-mem2reg’ and mem2reg is used to reduce redundant load/store
instructions.

5.1 Verifying Constant-time Implementations (RQ1, RQ3)

To answer RQ1, we verify all 87 programs. CT-PROVER returns "proved" for 72 benchmarks. (One
will see later that the other 15 programs are indeed not constant-time and the constant-time claim
made by the developer may be incorrect.) We mainly compare CT-PROVER with ct-verif which is
the only available tool at the LLVM IR level.

The results are reported in Table 2, where verification time is given in seconds and TO denotes
time out (1 hour). ct-verif fails to prove 16 constant-time programs: it runs out of time on 14
programs without outputting any potential side-channel sources (highlighted in color) and
outputs inconclusive verification results on 2 programs within 1 hour (highlighted in blue color).
The latter is because of the loop in P7_1 (cf. Example 1) and the type-casting of pointers in P9_4.
This indicates that the theoretical completeness of self-composition based approaches may be
compromised by the limitation of safety verification. On the other 56 constant-time programs that
can be proved by ct-verif and CT-PRoVER, CT-PROVER is about 50 times faster.
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Table 1. Statistics of 87 Benchmarks, where #Loc and #Src show the numbers of lines and potential side-
channel sources of the program in Boogie IR, respectively; T indicates that the benchmark is claimed to be
constant-time by developers.

Name |Lib/Algorithm/Function #Loc | #Src Name |Lib/Algorithm/Function #Loc | #Src
P1_1 |OpenSSL_tls1_cbc_remove_padding 1042| 71 P6_1 |BearSSL_AES_small_decrypt 1395| 310
P1_2 |OpenSSL_ssl3_cbc_digest_record 13089| 198 P6_2 |BearSSL_AES_small_encrypt 945| 54
P1_3 |OpenSSL_ssl3_cbc_remove_padding 351 14 P6_3" |BearSSL_ChaCha20_ct_run 2655| 316
P1_4 |OpenSSL_ssl3_cbc_copy_mac 452| 15 P6_47 |BearSSL_GHASH_ctmul32_br_ghash_ctmul| 2588| 202
p2714r MAC-then-Encode-then-CBC-Encrypt 22036| 396 P6_57 BearSSL_RSA_i15_decrypt 5928| 229
p3 1t Hacl_HMAC_compute_sha2_256 27404|1673 P6_6° BearSSL_EC_p256_m15_api_mul 19535| 1895
p3_2f Hacl_HMAC_compute_blake2b_32 685025289 Pe6_77 BearSSL_EC_p256_m31_api_mul 9560| 796
P3_3f Hacl HMAC_legacy_compute_shal 2149| 111 Pe_8" BearSSL_EC_p256_m64_api_mul 6450| 380
P3 47 |Hacl HMAC_compute_blake2s_32 56465(4309| |P6_9" |BearSSL_GHASH_ctmul64 1060| 10
P3 5f Hacl_HMAC_compute_sha2_384 346202183 P6_10" BearSSL_AES_ct_bitslice_encrypt 1345, 60
P3 6f Hacl_HMAC_compute_sha2_512 345652177 P6_117 BearSSL_AES_ct_bitslice_decrypt 1788 72
p3 7t Hacl_Chacha20_chacha20_decrypt 3303| 180 Pe6_127 BearSSL_AES_ct_key_sched 2161| 100
P38t Hacl_Chacha20_chacha20_encrypt 3285| 180 P6_13 |BearSSL_AES big cbc_key_schedule 836| 290
P3 9% |Hacl_Curve25519 64 ecdh 1813 70 P6_14 |BearSSL_AES big cbc_decrypt 1813| 565
P3_10"|Hacl_Curve25519_64_scalarmult 1619 67 P6_15 |BearSSL_AES big cbc_encrypt 1806| 565
P3_117|Hacl_Curve25519_64_secret_to_public 1701| 102| |P6_16" |BearSSL_RSA_i15_pkesl_sign 6464| 264
P3_12f Hacl_Poly1305_32_poly1305_mac 2240| 121 P6_17 |BearSSL_DES_table_cbc_decrypt 1514| 555
P3_137 Hacl_Poly1305_128_poly1305_mac 72 0 P6_18 |BearSSL_DES_table_cbc_encrypt 1501| 555
P3_14"|Hacl_Poly1305_256_poly1305_mac 72| 0| |P6_197|BearSSL_RSA_i31_pkesl_sign 5423| 235
P3_15"|Hacl_Curve25519 51 ecdh 21158|2313 P6_20 |BearSSL_Poly1305_i15_ChaCha20_run 3409| 347
P3_16"|Hacl_Curve25519 51 scalarmult 209642310 P6 217 BearSSL_Poly1305_ctmul32_ChaCha20_run| 4802| 425
P3_17° Hacl_Curve25519_51_secret_to_public 210462345 Pe6_22° BearSSL_EC_p256_m62_api_mul 6617| 472
P4_1 |Tongsuo_curve448_ossl_x448 6674| 446 P6_23" BearSSL_GHASH_ctmul_br_ghash_ctmul 1947| 125
P4 2 |Tongsuo_curve448_derive_pub_key 8994| 575 P6_247 BearSSL_AES_ct64_bitslice_encrypt 1348 60
P4 3 |Tongsuo_AES_decrypt 3274|1382 P6_25" BearSSL_AES_ct64_bitslice_decrypt 1791 72
P4 4 |Tongsuo_AES_encrypt 2982|1126 P6_26" BearSSL_AES_ct64_key_sched 2069| 119
P4 5 |Tongsuo_constant_time_lookup 339 5 Pe6_277 BearSSL_RSA_i32_decrypt 4170| 179
P4 6 |Tongsuo_curve25519_derive_pub_key 14744|7840 P6_28" BearSSL_Poly1305_ctmul_ChaCha20_run 4318| 363
P4 7 |Tongsuo_curve25519_ossl_x25519 3561| 163 P6_297 BearSSL_Poly1305_ctmulq_ChaCha20_run | 6761| 415
P51 |Mbed TLS rsa_decrypt 13797| 788 P6_30" BearSSL_DES_ct_cbc_decrypt 1670 49
P5 2" |Mbed TLS_mpi_lt_mpi_ct 411 26 Pe6 317 BearSSL_DES_ct_cbc_encrypt 1658| 49
P5 3" |Mbed TLS_ct_rsaes_pkesl_v15_unpadding| 629| 19 P8_17 |FourQlib_ECC_double_eccdouble 28 0
P5_ 4" |Mbed TLS_mpi_safe_cond_assign 729| 43 P8_2% |FourQlib_ECC_madd_eccmadd 1632| 58
P5 57 |Mbed TLS_mpi_core_lt_ct 214 5 P8_3" |FourQlib_ECC_norm_eccnorm 2390 79
P5 67 |Mbed TLS_mpi_safe_cond_swap 765| 46 P9_1 |libsodium_core_salsa208 1126 9
P5_ 7" |Mbed TLS_ct_memcmp 145 7 P9_2 |libsodium_aead chacha20poly1305_decrypt| 9311| 397
P5_8" |Mbed TLS_ct_mpi_uint_cond_assign 140 4 P9_3 |libsodium_core_salsa20 1094 9
P5_ 9" |Mbed TLS_ct_memcpy_offset 290 5 P9_4 |libsodium_stream_chacha20 6620| 259
P5_10"|Mbed TLS_ct_base64_dec_value 309 0 P9 5 |libsodium_onetimeauth_poly1305_block 778 25
P5_11 |Mbed TLS_DES_crypt_cbc 1991| 546 P9 6 |libsodium_hash_sha512_Transformer 29713|2508
p7 1t libfixedtimefixedpoint_fix pow_fix_pow |24538| 80 P9 _7 |libsodium_hash_sha256 Transformer 238062008
p7 2t libfixedtimefixedpoint_fix cmp_fix_cmp 591 0 P10_1 |curve25519-donna portable implementation |11737| 722
p7 3t libfixedtimefixedpoint_fix In_fix In 15200 0 P10_27|curve25519-donna c64 implementation 239361599
p7_4f libfixedtimefixedpoint_fix_eq_fix_eq 153 0

To partially answer RQ3, we inspect at which step a program can be proved in the verification
process of CT-PrRovER. We found that all these programs (except for P1_1 and P9_4) can be proved
using the lightweight taint analysis solely. The lightweight taint analysis cannot determine 4 (resp.
2) potential side-channel sources of P1_1 (resp. P9_4) due to an infeasible branch condition (resp.
index-insensitive), which were resolved by the precise taint analysis. While the individual cost of
the two taint analyses is lower than ct-verif, the accumulated cost is slightly higher.
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Table 2. Results of verifying constant-time implementations, where TO denotes time out (1 hour).

Name |CT-PROVER | ct-verif Name |CT-PROVER | ct-verif Name |CT-PROVER| ct-verif Name |CT-PROVER | ct-verif
P1_1 7.55|  17.53 P3_14 7 0.04| 693 P6 3" 0.10| 9.25 P6_30 T 0.07| 826
P1_2 1.12| 2674 |P3_157 0.70 TO P64 0.20| 9.04| |P631T 0.07| 851
P13 0.04| 725 P3_16° 0.67 TO P6 6 F 23.24 TO p71* 0.64 TO
P14 0.05| 7.89 pP3_17°F 0.63 TO P6_7 " 0.45 TO| |P7. 2% 051 7.42
p2_1f 1.44| 134.72 P4 1 0.53 TO P6 8 ¥ 0.21| 794.79 p7 37 059 21.36
P31t 108.80 TO P4 2 0.57 TO P6 9t 0.05| 7.65 P74t 052 7.37
p3 2t 177.48 TO P4 5 0.04| 7.42 P6_10 F 0.07| 7.79 P 1t 020 687
P3 37 104.40 TO P4 6 0.35| 177.25 P6 11 0.08 822 pg 2f 0.40| 21.69
p3.4f 169.71 TO| |P4_7 0.34| 14.16 P6_12 T 0.07| 866 |P8 3T 0.39| 37.73
P35 109.19 TO| |P5.2° 0.08| 7.27 P6_20 0.11] 12.38 P9 1 0.14| 7.86
P3 6" 122.85 TO P53 7 0.08| 7.36 P6 217 0.14| 14.49 P9_2 25.69| 23.02
P3.7° 0.12| 30.51 P54 1.78|  7.49 P6_22 T 0.24| 977.27 P9_3 0.13| 7.97
P3 8" 0.13| 30.65 P55 7 0.07| 7.05 P6_23 T 0.11| 8.40 P9_4 16.05| 11.91
P3.9° 0.10| 8.94 P56 7 1.86| 7.57 P6_24 T 0.06| 7.93 P9_5 0.06| 7.25
P3_10 " 0.09| 891 p5 77 0.08| 6.91 P6_25 T 0.08| 841 P9_6 425 44.12
P3_11 7 0.09| 9.26 P5 87 0.08| 6.46 P6_26 T 0.06| 894 P9_7 3.34| 3298
P3_127 0.09| 9.28 P597 0.07| 6.63 P6_28 T 0.12] 12.23 P10_1 0.55 TO
P3_13 7 0.04| 7.05 P5.10 " 0.08| 7.00 P6_29 T 0.17| 13.86 P10_2 10.89| 33.18

In summary, CT-PROVER can return conclusive results for these benchmarks. Most constant-time
implementations can be proved by the lightweight taint analysis solely, whereas the remaining ones
can be proved by the precise taint analysis. CT-PROVER significantly outperforms the state-of-the-art
tool ct-verif for real-world constant-time implementations.

5.2 Verifying Non-constant-time Implementations (RQ2, RQ3)

To answer RQ2, we check the remaining 15 cases which are deemed to be vulnerable. The results are
shown in Table 3, where CT-PROVER™ refers to CT-PROVER without the precise taint analysis (i.e.,
the 2nd main step), a:b in Time (s) respectively denote the execution time after the 2nd and 3rd main
step (note: the 1st step is very efficient whose time is negligible), TO denotes time out (6 hours),
x:y:z (resp. x:z) in #Src respectively denote the numbers of side-channel sources reported after the
1st, 2nd and 3rd (resp. 1st and 3rd) main step, and * indicates that some invalid loop invariants are
added by ct-verif and thus may miss side-channel sources. We have manually checked all these final
potential side-channel sources with their corresponding execution traces produced by CT-PROVER,
and found that all of them are genuine timing side-channel vulnerabilities (i.e., not false positives).
In particular, P6_5, P6_16, P6_19 and P6_27 (from BearSSL) were claimed to be of constant-time.!

Both CT-PrRoOVER and ct-verif ran out of time on 4 programs (P5_1, P6_5, P6_16 and P6_19). We
note that on P5_1 our lightweight taint analysis is still able to find 48 potential side-channel sources
based on which we manually confirm that P5_1 is not constant-time. CT-PROVER finally found
more side-channel sources than ct-verif on 9 (out of 15) programs (marked by * in Table 3), because
ct-verif misses side-channel sources when some additional loop invariants cannot be proved, while
CT-ProveRr still works after automatically removing such loop invariants. On the other programs,
CT-ProvEr and ct-verif report the same side-channel sources. In terms of efficiency, CT-PROVER is
slightly slower than ct-verif. It is not surprising as CT-PROVER involves three main steps while the
last two main steps have to perform safety checking. We remark that ct-verif may miss potential
side-channel sources since it skips part of the program (e.g., the loop body) when additional loop
invariants cannot be proved, which explains its reduced execution time.

We have reported all the potential vulnerabilities in Table 3 to the respective developer(s), and received confirmations for
Mbed TLS and BearSSL.
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Table 3. Results of verifying non-constant-time implementations, where CT-PROVER™ refers to CT-PROVER
without the precise taint analysis (i.e., the 2nd main step), a:b in Time (s) respectively denote the execution
time after the 2nd and 3rd main step (note: the 1st step is very efficient whose time is negligible), TO denotes
time out (6 hours), x:y:z (resp. x:z) in #Src respectively denote the numbers of side-channel sources reported
after the 1st, 2nd and 3rd (resp. 1st and 3rd) main step, and * indicates that some invalid loop invariants are
added by ct-verif and thus may miss side-channel sources.

CT-PROVER ct-verif CT-PROVER™ CT-PROVER ct-verif CT-PROVER™
Name Name
Time (s) #Src| Time (s) |#Src| Time (s)| #Src Time (s) #Src| Time (s) |#Src| Time (s)| #Src
P43 |24.05:50.84| 49:48:48 17.69| 32* 24.77| 49:48 P6_14 13.06:26.57 | 32:32:32 10.58| 0* 12.64| 32:32
P4 4 121.03:44.76| 49:48:48 16.73| 32* 21.96| 49:48 P6_15 13.06:26.35| 32:32:32 10.37| 0* 12.42| 32:32
P51 TO:TO 48:—:— TO - TO| 48:— P6_167| 2561.81:TO|107:71:53 TO| 21* TO|107:55
P5_11 [14.10:30.68| 26:16:16 11.81] 16 15.20| 26:16 P6_17 9.75:20.31 11:8:8 9.29 8 9.48| 11:8
P6_1 9.36:19.27 12:1:1 8.46 1 9.13| 12:1 P6_18 9.77:20.12 13:8:8 9.26 8 9.63| 13:8
P6_2 8.48:17.24 12:1:1 7.45 1 8.46| 12:1 P6719T 3515.77:TO | 142:70:39 TO| 21* TO|142:46
P6_5" | 983.86:TO|107:71:50 TO| 21* TO|107:49 P6_27%|131.34:503.23 [177:45:45| 450.57| 22*| 580.50|177:45
P6_13 | 8.85:17.87 6:4:4 8.45 4 8.51 6:4

To partially answer RQ3, we analyze the respective number of (potential) side-channel sources
reported by the three main steps of CT-PROVER and two main steps of CT-PROVER™ (in the form of
x:y:z and x:z in Table 3). We find that the lightweight taint analysis can determine a large number
of potential side-channel sources, the precise taint analysis can resolve the remaining few unsolved
ones (i.e., P4_3, P4_4, P5_11, P6_1, P6_2, P6_5, P6_13, P6_16, P6_17, P6_18, P6_19, and P6_27),
and the left-over ones are often vulnerabilities (i.e., P4_3,P4_4,P5 11,P6_1,P6_2,P6_13,P6_17,
P6_18 and P6_27). By comparing with CT-PROVER ™, we can observe that disabling the precise taint
analysis in CT-PROVER (i.e., the 2nd main step) may both improve (i.e., P6_5) and degrade (i.e.,
P6_16 and P6_19) the capability of finding side-channel sources while reducing the verification time.
Nevertheless, the precise taint analyses are still useful for finding all the potential side-channel
sources when the 3rd main step runs out of time (i.e., P6_5, P6_16, and P6_19), and the first two
main steps (i.e., the lightweight and precise taint analysis) are often able to find all the side-channel
sources (i.e., P4 3, P4 4,P5 11, P6_1,P6_2,P6_13, P6_14, P6_15, P6_17, P6_18 and P6_27) with
comparable or less execution time than CT-PROVER™.

-

uint32_t br_rsa_il5_private(const br_rsa_private_key =xsk){
const unsigned char *p = sk->p; size_t plen = sk->plen;
while (plen > @ 8& *p == @) { p++; plen--;} }

N

w

Fig. 9. Simplified fragment of P6_5 taken from the BearSSL library.

Case study. Fig. 9 shows one side-channel source (4, *p == 0) of P6_5 from BearSSL. Variable p
points to a buffer storing a large prime (for RSA) which is secret but the loop condition *p ==
depends upon the content of the buffer. It leaks the number of leading zero of the large prime.

In summary, CT-ProvER is efficient and effective for finding side-channel sources and significantly
outperforms ct-verif. Both taint analyses can determine potential side-channel sources, reducing
the cost of the subsequent safety verification and manual validation.

Further comparison. We also compare CT-PROVER with two sound but incomplete tools Ve-
rasco [26] and BINSEC (the latest version of Binsec/Rel [38]). Verasco performs taint analysis by
abstract interpretation with bounded loops, while BINSEC uses relational symbolic execution with
bounded paths. We use relatively large benchmarks provided by the respective tools with security
annotations to reduce the engineering efforts of modifying benchmarks, and compile benchmarks
using the constant-time preserving compiler [22].
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We observe that CT-PROVER is significantly more efficient than Verasco on almost all the bench-
marks (80.63 seconds vs. 1,127.63 seconds in total). Moreover, Verasco cannot output traces and
values of scalar input variables leading to potential violations, and misses some timing side-channel
sources on the DES implementation. Compared with BINSEC, CT-PROVER is about 2 times faster
than BINSEC when BINSEC’s execution time is independent of input size (e.g., curve25519-donna),
and the speedup becomes more significant when BINSEC’s execution time increases with input size,
e.g., BINSEC takes 0.36, 10.28 and 102.48 seconds on the libsodium_chacha20_xor implementation
when the input size is 256, 256x512 and 2565120 bits while CT-PROVER takes 11.21 seconds without
limiting the input size.

5.3 Threats to Validity

Internal threats. The major internal threat to our evaluation is the correctness of the imple-
mentation of CT-PROVER which relies on various open-source frameworks and tools. To mitigate
this threat, we compared the results of CT-PROVER and ct-verif, and manually analyzed all the
side-channel sources discovered by both tools to confirm the correctness of CT-PROVER. Moreover,
we note that these open-source frameworks and tools have been widely used for years so we would
have reasonable confidence in their quality. A more scientific way is to build a verified toolchain,
which however requires more resources and thus is left as interesting future work.

External threats. The major external threat to our evaluation is the benchmarks, as the per-
formance of CT-PROVER may vary with benchmarks. To mitigate this threat, we consider both
constant-time and non-constant-time implementations from widely used modern cryptographic
and SSL/TLS libraries, as well as benchmarks used in prior work, e.g., [11, 26, 38]. Furthermore, the
benchmarks are selected to be diverse in terms of both types and sizes. Another external threat is
the translation from source code to LLVM IR which may introduce violations of constant-time, as
demonstrated by [38]. To mitigate this threat, benchmarks are only optimized by -mem2reg which
reduces redundant address-taken variables in LLVM IR.

6 RELATED WORK

Timing side-channels have received considerable attention (cf. [48] for a survey). We roughly classify
the current approaches into three categories. The first class does not rely on verification; the second
class mostly leverages program analysis; the third class is largely based on verification. There
are verification approaches for other side-channels (e.g., [20, 41, 43-47, 62, 84]) and time-balance
(e.g., [14, 15, 28]), which are orthogonal to this work.

Approaches based on concrete execution. A large number of approaches have been proposed
for detecting and/or quantifying timing side-channel leakages in terms of e.g., channel capacity and
Shannon entropy. To this end, for instance, DATA [78], ct-fuzz [51] and CacheQL [83] make use
of concrete execution. CANAL [70], Abacus [18], and ENCIDER [82] leverage dynamic symbolic
execution, symbolic execution on individual concrete execution traces, and concolic execution.
CaType [52] detects timing side-channel vulnerabilities by applying type inference on individual
concrete execution traces. In general, this class of approaches are often effective in bug-finding,
but cannot prove the absence of timing side-channel leakages.

Approaches based on program analysis. This class of work is more formal which often is
able to prove the absence of timing side-channel leakage. CacheAudit [40] bounds timing side-
channel leakages by over-approximating side-channel observations using abstract interpretation.
CachesS [76] applies abstract interpretation, but its implementation is unsound due to its imprecise
treatment of memory. Taint analysis and security type systems have also been applied to detect side-
channel leakage by tracking information flow of the secrets [21, 26, 77], varying in accuracy and
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efficiency. Moreover, the work [17, 32, 65] bounds the information leakage via symbolic execution
and model-counting. While these approaches are often sound, they may raise false positives.
Program transformations have been proposed to eliminate potential side-channel sources [7, 35, 79].
Precise detection approaches can reduce the number of potential side-channel sources but the
adopted program transformations may bloat the program, making them less efficient to run.

Approaches based on verification. There are mainly two approaches in this class, i.e., self-
composition [12] and relational symbolic execution [42]. ct-verif [11] uses a variant of self-
composition (i.e., cross-product) to improve the efficiency of safety verification. ct-verif is complete
assuming the completeness of the underlying safety checker. Binsec/Rel [36, 38] uses relational
symbolic execution enhanced with secret-dependency tracking, untainting and fault-packing to
improve the efficiency. Due to the path explosion problem and unsupported dynamic memory
allocation, it is only complete up to a given depth of paths, and the size of the symbolic input
(keys, plaintext) has to be fixed. ct-verif targets LLVM IR, a target-independent low-level language,
while Binsec/Rel targets binary executables. (Note that the compilation from LLVM IR to binary
executable may introduce vulnerabilities.)

Our work generally falls into the third category. Similar to ct-verif, we focus on LLVM IR instead
of binary executable or source code. Compared with the existing verification approaches, we
extensively leverage taint analysis to facilitate self-composition, especially for reducing safety
checks and simplifying the self-composed program. A similar idea was adopted in Binsec/Rel, but
in a different way. Our new methodology significantly improves both efficiency and effectiveness.

Consideration of micro-architecture. The above approaches did not address micro-architectural
features which have also been studied in literature. For instance, Constantine [27] uses dynamic
taint analysis; Oo7 [75] uses static taint analysis; Binsec/Haunted [37] uses relational symbolic
execution; Pitchfork [34], Spectector [49], SpecuSym [50] and KleeSpectre [74] leverage (dynamic)
symbolic execution; Blade [73] uses type system; [80] uses abstract interpretation.

Our work is orthogonal to these investigations, as they usually tackle the vulnerabilities brought
by micro-architectural features with the assumption that the program itself is of constant-time.

7 CONCLUSION

In this paper, we have provided practical verification approaches for constant-time implementations
of cryptographic libraries. Our methods are based on a novel synergy of taint analysis and safety
verification of self-composed programs. We have implemented a cross-platform and fully automated
tool CT-PrROVER working on LLVM IR. The tool has been extensively evaluated on a large set of real-
world benchmarks from modern cryptographic and SSL/TLS and fixed-point arithmetic libraries.
The experimental results have confirmed the efficacy of our approaches. In particular, compared
to the state-of-the-art tool ct-verif, CT-PROVER typically demonstrates 2-3 orders of magnitude of
improvement, proving more programs and finding new timing leaks.

At the methodology level, we showcase that a combination of lightweight approaches (taint
analysis) and heavyweight approaches (self-composition and safety checking) can yield efficiency
and completeness. In particular, we demonstrate that self-composition based approaches, which are
normally considered to be powerful but costly, can be made scalable with the aid of static analysis.

DATA AVAILABILITY

To foster further research, source code and benchmarks are available at [6].
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