BRAID: An API Recommender Supporting Implicit User Feedback
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ABSTRACT
Efficient application programming interface (API) recommendation is one of the most desired features of modern integrated development environments. A multitude of API recommendation approaches have been proposed. However, most of the currently available API recommenders do not support the effective integration of user feedback into the recommendation loop. In this paper, we present BRAID (Boosting Recommendation with Implicit FeeDback), a tool which leverages user feedback, and employs learning-to-rank and active learning techniques to boost recommendation performance. The implementation is based on the VSCode plugin architecture, which provides an integrated user interface. Essentially, BRAID is a general framework which can accommodate existing query-based API recommendation approaches as components. Comparative experiments with strong baselines demonstrate the efficacy of the tool. A video demonstrating the usage of BRAID can be found at https://youtu.be/naD0guvl8sE.
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1 INTRODUCTION
Application Programming Interfaces (APIs) are important building blocks to construct large software systems. A lot of API recommendation research work has been proposed to ease the burden on developers and provide APIs for user reference. With the help of APIs, developers can accomplish their programming tasks more efficiently. However, due to the huge number of APIs available for the same tasks, it is impractical for developers to get familiar with all of them and always select the correct ones for specific development tasks.

To aid with this difficult task of choosing APIs, a lot of API recommendation approaches have been proposed. Based on different input contexts, there are generally two types of recommendation scenarios, i.e., recommendation with queries and recommendation without queries. The first type requires developers to state their desired task using natural language queries which are fed into the recommendation system. For the second type, since there are no explicit queries, the surrounding code snippets will be leveraged as context, and the needed APIs will be inferred and recommended to end users. A majority of related work employs text similarity-based techniques. For example, some recommend APIs according to the similarity between search queries and supplementary information of APIs [4, 16]; some return API usages depending on how much they are related to context information in source code [2, 9]. Generally, these approaches use keywords to narrow down the search scale in massive target repositories and speed up recommendation efficiency. However, most of these approaches do not consider user interaction information in the recommendation process, such as the selection of certain APIs in the returned list. We believe this information is crucial to improve the API recommendation performance.

In this demo paper, we present BRAID1 (Boosting Recommendation with Implicit FeeDback), a tool that can recommend

1BRAID is open sourced at https://github.com/yyyxy/vscode-plugin-for-braid/
APIs to users by integrating their feedback information. The feedback denotes users’ selection of returned APIs. The methodology underpinning BRAID is based on our previous work [18].

Different from traditional approaches, in BRAID, API recommendation is regarded as a ranking problem by optimizing an existing recommendation result. To this end, BRAID employs learning-to-rank (LTR) [5] and active learning techniques [15]. The key of LTR in information retrieval is to train a ranking model by which a given query can optimally order the relevant documents based on feedback. By viewing APIs as documents, we can apply LTR techniques to API recommendation to boost its performance. In particular, we leverage related information features and feedback features to train the model. The former consists of API path features and API description features, representing the relevance of the recommended APIs in relation to the user query and the associated document descriptions respectively; the latter represents the relevance to the APIs in the feedback repository.

Furthermore, to accelerate the feedback learning process, we incorporate active learning which is to alleviate the "cold start" problem. The active learning module can help achieve better performance with a relatively small amount of tenuous feedback information at the beginning. To this end, we leverage crowdsourced knowledge from Q&A websites, such as Stack Overflow2, to extract questions and their answers. Based on this information, we can construct query-API pairs, where the query corresponds to the question, and the APIs correspond to the ones in the accepted answers. These pairs function as the oracle to provide the correct labels, and are then put to the training set. By iterating this process we can obtain a well-trained active learning model with the expanded labeled set. Due to space limitation, interested readers can refer to [18] for technical details.

As aforementioned, BRAID requires an initial recommendation list. To be flexible, BRAID is designed as a framework, allowing for third-party API recommenders to be plugged as a component. Developers can benefit from such a design decision, which implies BRAID is flexible and can be customized by different developers.

2 THE BRAID TOOL

BRAID is implemented as a VS Code3 plug-in. VS Code was the most popular development environment as per a stackoverflow survey.4. Figure 1 illustrates the overview of the proposed approach.

The basic workflow of our approach is as follows.

(1) When a user makes a query Q to the system (in the form of, for instance, a short sentence in a natural language), a base API recommendation method is employed to provide an initial API list LQ.

(2) The system looks up the feedback repository FR, checking whether or not there is a query similar to the user query Q. If this is the case, the system returns a set SP of query-API pairs where the similarity score of each query with Q is above a certain threshold. Otherwise, there is no available

query in FR similar to Q (which is especially the case at the initial stage of the interaction), and SP is simply an empty set. The recommended APIs in LQ and SP are to be fed to the feature extraction engine.

(3) The feature extraction engine, upon receiving LQ and SP, computes a composite feature vector FV. FV includes two components, i.e., FF and RIF. The former corresponds to the feedback features, while the latter corresponds to the related information features, which are extracted from the related API documentation and Q&A posts. (In case that SP is empty, FV consists solely of related information features.)

(4) The ranking engine takes FV as input, and applies the trained learning-to-rank model and active learning model to obtain the prediction values. The system then calculates the API scores based on the prediction values of these two models. Afterwards LQ is re-ranked in descending order according to the API scores, and new recommendations are presented to the users.

Figure 2 and Figure 3 present the main user interfaces of BRAID. In Figure 2, a user can initiate the recommendation by simply a mouse right-click action in the edit area. Then a comprehensive menu list will be displayed (A). The user can select the “Input your query” item (B) on the menu to activate the query input dialog (C). For example, the query could be “How to sort”. Given the input query, BRAID conducts the API recommendation, the workflow of which has been described as above. The result list (D) is displayed in the main part of Figure 3. The list is composed of recommended APIs and their associated descriptions. “Next” and “Previous” buttons (E) are in the right part of the panel to help navigate the list, since many APIs could be returned, and the number might exceed the display limit of a single page.

In Figure 3, the user can select a specific API by a mouse left-clicking the item on the returned list. A back-end daemon will record the selection decision and the related query, and update the feedback repository accordingly. The repository will provide accumulated information for the LTR model and active learning module, aiming to enhance recommendation experience for end users. As one might expect, with the accumulation of feedback, the performance of BRAID will become increasingly better (cf. Section 3).

---

1. https://stackoverflow.com/
2. https://code.visualstudio.com/
We randomly select the validation and repeat the experiments 5 times. The average values are calculated as the final results. The experiments are conducted on a PC running Windows 10 OS with an AMD Ryzen 5 1600 CPU (6 cores) of 3.2GHz and 8GB DDR4 RAM. We randomly select the query-answer pairs from the training set to form the feedback repository. The size of the feedback repository varies from 0% to 100% of the training set, with an increment of 10%. Note that the baseline is represented by the case of size equal to 0%, where the feedback repository is empty or disabled.

Table 1 presents the experimental results with the three baseline recommenders as components in BRAID. The ‘original’ column lists the results of these baseline recommenders without the augmentation of feedback information. We can observe that the performance improves with the accumulation of the feedback repository. This is consistent across all the three baselines. All the metrics have been enhanced considerably. The MAP and MRR are 6% up for BIKER, over 13% up for RACK and NLP2API when 100% of the feedback repository is used.

Particularly, the most important indicator Hit@1 enjoys the largest boosting. Hit@1 is increased by 9.44% for BIKER, by 18% for RACK, and by 18.39% for NLP2API. Moreover, we use the Mann-Whitney U test and Vargha and Delaney’s $\hat{A}_{12}$ statistic to examine these experimental results. Most $p$-values are in the range of 0.003 to 0.005, with effect size 1, indicating that the improvements are statistically significant at the confidence level of 99%. However, for BIKER there were 2 cases (metrics Hit@3 and hit@5 for 10% size of feedback repository) out of 50 where the $p$-values were higher than 0.005 (i.e., the null hypothesis should be rejected). For NLP2API, there was also one case (i.e., metrics Hit@5 for 10% size of feedback repository) where the $p$-value is higher than 0.005. We suspect that, when the feedback information is insufficient, our approach may not bring significant improvement on certain occasions. However, with the growth of feedback, our approach does show significant improvement over the baselines.

To further demonstrate how the user is involved and the effectiveness of our approach, we conduct an additional experiment where we consider a pseudo-user. We randomly select 50 queries, and the pseudo-user is programming during which the 50 queries are to be made. During each query, BRAID recommends APIs based on the feedback repository, and the pseudo-user selects API(s). The query and selected API(s) are used to expand the feedback repository. We train the models as soon as the feedback repository is not empty. The model is not re-trained during the 50 queries. Table 2 shows the results for pseudo-user experiment. The conclusion is consistent with other experiments that the results of Hit@1 metric improve the most, i.e., Hit@1 increase for BIKER is around 6%, for NLP2API is around 5%, and for RACK is over 9%.

3 EVALUATION

In this section, we present the comparative experiment of BRAID against three state-of-the-art baselines, i.e., BIKER [4], RACK [12], and NLPAPI [10]. Due to space limitation, we mainly report our empirical results of the following research question, i.e., how does the accumulation of the feedback repository improve the performance of recommendation? This is the most important research question, since in real scenarios, the feedback repository is to be updated and accumulated from developers during programming over time. We are very interested in the contribution brought by the feedback information in BRAID.

To be fair, we reuse the datasets to construct the query-answer pairs, and the implementation to collect results, from the replication packages of the baselines. We follow the standard 10-fold cross validation and repeat the experiments 5 times. The average values are calculated as the final results. The experiments are conducted on a PC running Windows 10 OS with an AMD Ryzen 5 1600 CPU (6 cores) of 3.2GHz and 8GB DDR4 RAM. We randomly select the query-answer pairs from the training set to form the feedback repository. The size of the feedback repository varies from 0% to 100% of the training set, with an increment of 10%. Note that the baseline is represented by the case of size equal to 0%, where the feedback repository is empty or disabled.

Table 1 presents the experimental results with the three baseline recommenders as components in BRAID. The ‘original’ column lists the results of these baseline recommenders without the augmentation of feedback information. We can observe that the performance improves with the accumulation of the feedback repository. This is consistent across all the three baselines. All the metrics have been enhanced considerably. The MAP and MRR are 6% up for BIKER, over 13% up for RACK and NLP2API when 100% of the feedback repository is used.

Particularly, the most important indicator Hit@1 enjoys the largest boosting. Hit@1 is increased by 9.44% for BIKER, by 18% for RACK, and by 18.39% for NLP2API. Moreover, we use the Mann-Whitney U test and Vargha and Delaney’s $\hat{A}_{12}$ statistic to examine these experimental results. Most $p$-values are in the range of 0.003 to 0.005, with effect size 1, indicating that the improvements are statistically significant at the confidence level of 99%. However, for BIKER there were 2 cases (metrics Hit@3 and hit@5 for 10% size of feedback repository) out of 50 where the $p$-values were higher than 0.005 (i.e., the null hypothesis should be rejected). For NLP2API, there was also one case (i.e., metrics Hit@5 for 10% size of feedback repository) where the $p$-value is higher than 0.005. We suspect that, when the feedback information is insufficient, our approach may not bring significant improvement on certain occasions. However, with the growth of feedback, our approach does show significant improvement over the baselines.

To further demonstrate how the user is involved and the effectiveness of our approach, we conduct an additional experiment where we consider a pseudo-user. We randomly select 50 queries, and the pseudo-user is programming during which the 50 queries are to be made. During each query, BRAID recommends APIs based on the feedback repository, and the pseudo-user selects API(s). The query and selected API(s) are used to expand the feedback repository. We train the models as soon as the feedback repository is not empty. The model is not re-trained during the 50 queries. Table 2 shows the results for pseudo-user experiment. The conclusion is consistent with other experiments that the results of Hit@1 metric improve the most, i.e., Hit@1 increase for BIKER is around 6%, for NLP2API is around 5%, and for RACK is over 9%.

4 RELATED WORK

A majority of the relevant work rely on code searching techniques to find the most similar ones and recommend to developers. Examples include Strathcona [3], Portfolio [7], SENSORY [1], and Aroma [6]. Strathcona recommends code examples for developers by comparing structural similarity in the code repository; Portfolio mainly combines NLP, and spreading activation network algorithms to find the most relevant code for users; SENSORY considers the statement sequence information and uses the Burrows-Wheeler Transform algorithm to search in the code repository; Aroma takes a partial code snippet as query input, and returns a set of code snippets as recommendations. The above approaches mainly rely on code information to perform recommendation.

Meanwhile, some approaches employ additional information from other software artifacts or crowdsourced knowledge. Examples include BIKER [4], RACK [12], and NLP2API [10], all of which serve as our baselines in this paper. These approaches leverage Q&A posts from Stack Overflow website to find the most relevant APIs. NLP2API also incorporates (pseudo-) feedback information.
Table 2: Evaluation results for our framework pseudo-users experiments comparing with baselines

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Technique</th>
<th>Hit@1</th>
<th>Hit@3</th>
<th>Hit@5</th>
<th>MAP</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIKER</td>
<td>Original</td>
<td>0.4231</td>
<td>0.6607</td>
<td>0.7747</td>
<td>0.5334</td>
<td>0.5685</td>
</tr>
<tr>
<td></td>
<td>Avg. BRAID</td>
<td>0.3267</td>
<td>0.5133</td>
<td>0.6262</td>
<td>0.4203</td>
<td>0.4506</td>
</tr>
<tr>
<td></td>
<td>Abs. Imp.</td>
<td>0.3516</td>
<td>0.5323</td>
<td>0.6000</td>
<td>0.4111</td>
<td>0.4604</td>
</tr>
<tr>
<td></td>
<td>Rel. Imp.</td>
<td>0.4200</td>
<td>0.5600</td>
<td>0.5600</td>
<td>0.4000</td>
<td>0.4900</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4231</td>
<td>0.6607</td>
<td>0.7747</td>
<td>0.5334</td>
<td>0.5685</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3267</td>
<td>0.5133</td>
<td>0.6262</td>
<td>0.4203</td>
<td>0.4506</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3516</td>
<td>0.5323</td>
<td>0.6000</td>
<td>0.4111</td>
<td>0.4604</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4200</td>
<td>0.5600</td>
<td>0.5600</td>
<td>0.4000</td>
<td>0.4900</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4231</td>
<td>0.6607</td>
<td>0.7747</td>
<td>0.5334</td>
<td>0.5685</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3267</td>
<td>0.5133</td>
<td>0.6262</td>
<td>0.4203</td>
<td>0.4506</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3516</td>
<td>0.5323</td>
<td>0.6000</td>
<td>0.4111</td>
<td>0.4604</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4200</td>
<td>0.5600</td>
<td>0.5600</td>
<td>0.4000</td>
<td>0.4900</td>
</tr>
</tbody>
</table>

5 CONCLUSION

In this paper, we have demonstrated BRAID, the tool we designed and implemented to automatically recommend APIs to developers. The primary feature of BRAID is its ability to incorporate user feedback information into the recommendation loop. We evaluated BRAID against three strong baselines. The results indicate that BRAID can effectively improve the performance of recommendation by integrating user feedback. Currently, we mainly support Java API recommendation, but extending to other programming languages is included in our future plan.
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